Forecasting Seasonal Influenza Fusing Digital Indicators and a Mechanistic Disease Model
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ABSTRACT

The availability of novel digital data streams that can be used as proxy for monitoring infectious disease incidence is ushering in a new era for real-time forecast approaches to disease spreading. Here, we propose the first seasonal influenza forecast framework based on a stochastic, spatially structured mechanistic model (individual level microsimulation) initialized with geo-localized microblogging data. The framework provides for more than 600 census areas in the United States, Italy and Spain, the initial conditions for a stochastic epidemic computational model that generates an ensemble of forecasts for the main indicators of the epidemic season: peak time and intensity. We evaluate the forecasts accuracy and reliability by comparing the results with the data from the official influenza surveillance systems in the US, Italy and Spain in the seasons 2014/15 and 2015/16. In all countries studied, the proposed framework provides reliable results with leads of up to 6 weeks that became more stable and accurate with progression of the season. The results for the United States have been generated in real-time in the context of the Centers for Disease Control and Prevention “Forecasting the Influenza Season Challenge”. A characteristic feature of the mechanistic modeling approach is in the explicit estimate of key epidemiological parameters relevant for public health decision-making that cannot be achieved with statistical models that do not consider the disease dynamic. Furthermore, the presented framework allows the fusion of multiple data streams in the initialization stage and can be enriched with census, weather and socio-economic data.

1. INTRODUCTION

Seasonal influenza annually results in up to 5 million severe illness, half million deaths, and increases visits to emergency departments [1, 2, 3, 4]. Real-time forecast of major influenza indicators, such as peak time, and peak intensity can provide key information for public health interventions, such as resources allocation for influenza prevention, control and the public communication of health risk. Although substantial work has been carried out in the field of infectious disease analysis and modeling in the past, real-time forecasting is now fueled by the availability of novel digital data streams generated by human activities that can provide real-time surrogates for the clinically-based reporting of influenza-like-illness (ILI) [5, 6]. Typical examples are provided by Google Flu Trends (GFT) and similar approaches based on Twitter, Wikipedia and other datasets originated by human activities in the digital world. Combined with traditional surveillance these novel data streams are being used to provide local and timely information about disease and health indicators in populations around the world [7, 8]. Although novel digital data streams may suffer from a number of limitations including signal drifts that might affect the reliability of their forecasts [9, 10], they have increasingly large data volumes, are highly contextual, geo-localized, and allows an unprecedented real-time access to information that can improve forecasting methodologies.

Novel data streams have been generally used as input for statistical models that do not take into account a detailed individual level description of the disease dynamics. Here, we introduce a general framework that, fusing digital indicators with a stochastic, spatially structured, individual level, disease dynamic model, produces short and long term predictions of seasonal influenza at different granularities. In particular, we use geo-localized microblogging data from Twitter to quantify relative geographical incidence of influenza in a given country. These estimates serve as inputs for a mechanistic ILI dynamic model: the global epidemic and mobility model (GLEAM) [11, 12, 13]. We explore the disease dynamic by a latin hypercube sampling of the model’s parameters and initial conditions space. For each sampled point we generate 500 identically initialized Monte Carlo simulations of the epidemic spreading that can be aggregated at different geographical resolutions. Finally, we perform a likelihood analysis assimilating official ILI surveillance data up to the time of forecast, thus selecting the ensemble of numer-
1. INTRODUCTION

Infectious diseases continue to pose a significant threat to public health. Accurate forecasting of infectious diseases is crucial for effective public health planning and resource allocation. The advent of digital surrogates of infectious diseases, such as search queries, microblogging, and page views in Wikipedia, has opened up new avenues for real-time infectious disease forecasting. These approaches are combined with statistical modeling strategies to provide short and long-term predictions of the evolution of infectious diseases. Several efforts used statistical models based on the digital surrogates of ILI, such as search queries, tweets, or page views in Wikipedia related to the flu [7, 21, 22, 23, 24, 25, 26]. These approaches are generally agnostic to the details of the disease transmission and tailored to provide short-term predictions of the ongoing season. Furthermore, they might be affected by non-trivial biases in the data used that could significantly lower their accuracy [9, 10, 27]. In order to limit the effects of such biases, approaches based on the Bayesian fusion of different models have been proposed [28], showing noticeable improvement in the stability and reliability of forecasts. Other approaches fuse the output of regressions tools as GFT with generative epidemiological models [29, 30, 31]. These strategies

2. RELATED WORK

Traditionally, the main approach adopted to model seasonal influenza stems from mathematical descriptions of the disease dynamics complemented with statistical inference methods [16, 17]. More recently, advances in computing and the access to unprecedented amount of data describing human mobility, census, and interactions allowed the development of realistic data-driven computational models able to capture the unfolding of ILI at different geographical scales [18, 19, 20, 11]. However, seasonal influenza planning and analysis have mostly relied on the situational awareness provided by surveillance data, with mathematical and computational model approaches hindered by the lack of adequate data for real-time forecast. The recent access to novel data streams, such as search queries, microblogging and pages views in Wikipedia is however opening the door to novel approaches to real-time infectious disease forecast. In these approaches traditional and internet-derived data are combined with statistical modeling strategies to provide short and long-term forecasts of the evolution of infectious diseases. Several efforts used statistical models based on the digital surrogates of ILI, such as search queries, tweets, or page views in Wikipedia related to the flu [7, 21, 22, 23, 24, 25, 26]. These approaches are generally agnostic to the details of the disease transmission and tailored to provide short-term predictions of the ongoing season. Furthermore, they might be affected by non-trivial biases in the data used that could significantly lower their accuracy [9, 10, 27]. In order to limit the effects of such biases, approaches based on the Bayesian fusion of different models have been proposed [28], showing noticeable improvement in the stability and reliability of forecasts. Other approaches fuse the output of regressions tools as GFT with generative epidemiological models [29, 30, 31]. These strategies
improve significantly the accuracy and the horizon of the predictions. Interestingly forecasting approaches based on novel data streams have been readily extended to a range of epidemics and emerging infectious diseases threats [32, 33]. Nevertheless, the landscape of predictive tools is still at an early stage of development. Further work aimed at refining forecasting methodology and identifying the limits and best practices of forecasting approaches in public health is needed. For this reason initiative such as the CDC influenza season challenge [15] are providing nationally coordinated efforts aimed at exploring and assessing forecasting framework and improve their usefulness to public health decision making. The methodology we are presenting is the first to provide seasonal influenza forecasts by fusing a stochastic, spatially structured mechanistic model (individual level microsimulation) with geo-localized microblogging data.

3. PRELIMINARIES

3.1 Influenza-like Illness datasets

In the United States, CDC measures the intensity of ILI with the percentage of patients visiting for ILI reported by the U.S. Outpatient Influenza-like Illness Surveillance Network (ILINet). It defines ILI as a symptomatic diagnosis of fever above 37.8 °C with cough or sore throat. Note this definition may include patients of other respiratory diseases who present similar symptoms. CDC usually updates the surveillance data of ILI activity weekly, and the data are free to access via ILINet. The surveillance data we use for Italy and Spain are from European Center for Disease Control and Prevention (ECDC). The ECDC monitors and reports the influenza activity by collecting data from the member States national surveillance systems. These are based on networks of general practitioners reporting the weekly number of patients visited with influenza-like-illness (ILI) or acute respiratory infection (ARI), depending on the country. Here we use the weekly ILI consultation rate per 1,000 and 100,000 individuals for Italy and Spain respectively [34]. The ECDC defines a ILI case as the sudden onset of symptoms with one or more systemic symptoms (fever or feverishness, malaise, headache, myalgia) plus one or more respiratory symptoms (cough, sore throat, shortness of breath) [35].

3.2 Microblogging dataset

The dataset of tweets used in this study was extracted from the raw Twitter Gardenhose feed [36]. The Gardenhose is an unbiased sample of about 10% of the entire tweet database, thus providing a statistically significant real-time view of all Twitter account activity [37, 38]. On average 2% of tweets contain GPS information. The accuracy of the modern GPS technology can be just a few meters with 95% confidence [39]. In order to select relevant tweets we consider a list of ILI-related keywords compiled from the literature [40, 41, 42, 43, 44, 45, 46, 47]. The full list of keywords can be accessed in [48]. To better identify the tweets containing ILI keywords, we first detect the language in each tweet and keep only the tweets of the major speaking language in a given country (e.g., English in the United States). The language detection was performed with the same method in [38]. In the United States, for instance, in 2014 there were on average 850,000 tweets in English containing GPS locations and about 330,000 unique Twitter users whose tweets contain GPS information per day. For each tweet with GPS location posted in a time window at the beginning of the flu season (see below for details), we filter it with a list of ILI-related keywords. If a tweet contains any of these keywords, we consider it as a piece of sensory information indicating a potential initial infection in the corresponding area. Note we do not perform further data cleaning to exclude retweets and successive posts from the same users suggested by [24]. In our filtered tweets, the average percentage of retweets over the total tweets with both GPS-location and ILI-related keywords in the beginning of the flu seasons is 1.54% with standard deviation 0.25%, which is much lower than it was reported in [24] (12%). Moreover, the average percent of tweets that were posted by the same user in one week is 5% with standard deviation 1%. We assume such the small fraction of retweets and multiple encounters will not impact our final results.

3.3 Mechanistic disease model

The global epidemic and mobility model (GLEAM) is a data-driven spatial, stochastic and individual based epidemic model, in which the world is divided into geographical regions defining a subpopulation network, where connections among subpopulations represent real population traffic flows due to transportation and mobility infrastructures. The model’s technical details and the algorithms underpinning the computational implementation are extensively reported in the literature [11, 12, 13, 49]. By using real demographics, the model divides the world population into geographic census areas (basins) that are defined around transportation hubs and connected by mobility fluxes, resulting in an infectious disease metapopulation network model [50, 51, 52]. The model is fully stochastic and from any nominally identical initialization (initial conditions and disease model) generates an ensemble of possible epidemic evolution for epidemic observables, such as newly generated cases.

The disease model within each subpopulation assumes a compartmental classification of the disease under study. The epidemic evolution is modeled using an individual dynamic where transitions are mathematically defined by chain binomial and multinomial processes [53] to preserve the discrete and stochastic nature of the processes. Each subpopulation’s disease dynamic is coupled with the other subpopulations through the mechanistically simulated travel and commuting patterns of disease carriers. GLEAM is able to provide high resolution predictions of ILI spreading, which makes possible generating predictions at any region or state level if surveillance data are available. Specifically, GLEAM produces simulation results at the level of subpopulation, that can be aggregated at the different geographical levels.

In the application to the seasonal influenza, the disease dynamics is modeled with a Susceptible-Latent-Infectious-Recovered (SLIR) compartmental scheme, typical of ILI. In each subpopulation, each individual can be in one of these four discrete disease states at each discrete time step [12]. The model assumes homogeneous mixing of individuals inside each subpopulation. The disease transmission rate of symptomatic infected individuals is $\beta$, and for asymptomatic infected individuals, the transmission rate is rescaled with $r_0 = 0.5$ [54, 55, 12]. We consider that a fraction $\gamma$ of the population is not susceptible to the disease. This is because of residual immunity from previous seasons or vaccination. Given the force of infection $\lambda_j$, each individual in the susceptible compartment ($S_j$) contacts the infection with prob-
ability $\lambda \Delta t$ and enters the latent compartment ($L_j$), where $\Delta t = 1$ day is the time interval considered and the index $j$ indicates the specific subpopulation $j$. The latency period is the viral incubation period $1/\varepsilon$ and we consider $\varepsilon = 1.5$ here. Latent individuals exit the compartment with probability $\varepsilon \Delta t$, and transit to asymptomatic infectious compartment ($I_j^e$) with probability $p_a = 1/3$ [56], or with the complementary probability $1 - p_a$, become symptomatic infected. To reflect the changes of human traveling behavior after the onset of symptoms, infected individuals with symptoms are further divided into two categories: those who can travel ($I_j^e$) with probability $p_t = 0.5$ [54, 12], and those who are travel-restricted ($I_j^{tr}$) with probability $1 - p_t$. All the infected individuals permanently recover after the average incubation period $1/\mu$, entering the recovered compartment ($R_j$). The basic reproduction number $R_0$, defined as the average number of secondary cases generated by a infected individual in a fully susceptible population [16], for seasonal influenza might change from season to season. For example, for the United States it varies from 0.9 to 2.1 [57]. Thus we define the effective reproduction number $R^{eff} = (1 - r)R_0$, where $R_0 = (r t_j p_a + (1 - p_a)) \beta / \mu$. The number of subpopulations considered in the model is 582, 39 and 38 in the United States, Italy and Spain, respectively.

4. METHODS

In order to provide real-time forecasts of seasonal influenza we combine digital indicators, surveillance reports and the mechanistic modeling approach in a three stages framework as presented in Figure 1. In the following we detail the methodology implemented at each stage of the framework.

4.1 Stage 1: initialization of the model

Once the initial conditions for the epidemic are known, mechanistic models can numerically generate the epidemic progression by explicitly simulating the transmission dynamics of the disease in the population. In the case of the seasonal flu, the initial conditions are not localized and one needs to map the flu incidence across all the geographical regions included in the model. This is a particularly difficult task as we generally lack surveillance data providing this information at the required spatial granularity. In order to estimate the relative incidence of the flu across regions at any given point in time we use microblogging data from the Twitter platform. For each time window considered for the initialization of the mechanistic model we mine the Twitter dataset (see Section 3), and define $\omega_k^{C_l,w}$ as the number of GPS localized tweets in the country matching ILI-related keyword $l$, in week $w$ in a given country $C$. By analyzing the time series $\omega_k^{C_l,w}$ of each keyword with the official surveillance data $d_l$ (for instance in the US, the percentage of patient visits for ILI reported from ILINet to CDC) in week $w$, we can evaluate the coefficient of determination

$$R^2_l = 1 - \frac{\sum_w (\omega_k^{C_l,w} - \bar{\omega}_k^{C_l,w})^2}{\sum_w (\omega_k^{C_l,w} - d_l)^2}. \quad (1)$$

This quantity tells us how correlated the two time series are. A keyword with the value closer to 1 indicates the temporal trend of the volume of tweets containing this keyword is more consistent with the temporal trend of the surveillance data, i.e., the keyword is a better proxy for the seasonal flu. From the full dataset, we extract only tweets with GPS location and create for each keyword $l$, week $w$, subpopulation

$k$ a time series, $\omega_k^{C_l,w}$, and define the estimator of the number of infected individuals in a given week $w$, basin $k$, as:

$$I^C_{k,w} = \left( \sum_l \omega_k^{C_l,w} R^2_l \right) \alpha_k Y. \quad (2)$$

The r.h.s. of the equation considers all the flu keywords, by weighting each one of those according to the corresponding coefficient of determination. The coefficient $\alpha_k$ is the ratio of census population to the total number of Twitter users that are estimated to live in the subpopulation $k$. This rescaling is important to consider the heterogeneous penetration of Twitter [58, 38], $Y$ is a free parameter necessary to fine tune the correlation between the rescaled number of ILI related tweets and the actual number of infected individuals. The value of $w$ in Eq. 2 describes the starting week in the simulations that we call seeding week. In principle its value could be fixed considering the first available data in the surveillance. However, at the early stages of the season reports are quite noisy and result of a balanced mix of different ILI. For this reason, the value of $w$ is shifted forward in time until the onset of the flu season is reached. After that point $w$ is set to be four weeks before the onset week. The onset week of the flu season corresponds to the first week for which the ILI percentage reported by the official surveillance system crosses the seasonal threshold. Each country, depending on

Figure 2: Forecast results for the entire season The column (I), (II), (III) and (IV) correspond to the epidemic intensity predicted 1, 2, 3, and 4 week ahead respectively. Dots represent observed surveillance data at each week. Dash lines and shadow areas show the average predictions and confidence intervals given by selected ensemble of models respectively.
the methodology and data collection of the surveillance system has a specific threshold value.

4.2 Stage 2: parameters phase exploration

In the second stage we explore a range mechanistic models by sampling a 4-dimensional phase space defined by the vector $\mathbf{\theta} = r \times \mu \times R_0 \times Y$. The variable $r$ describes the fraction of the population not susceptible to the disease. This is a combination of the residual immunity and the fraction vaccinated population. The estimates of this last quantity vary from 25% to 45% [59]. We consider $r \in [0.0,0.45]$. The inverse of the recovery rate $\mu$ defines the infectious period that typically vary from 2 to 5 days. We consider $\mu \in [0.2,0.5]$. The parameter $\beta$ defines the disease transmission rate, and together with $r$, $\mu$, is determined by the effective reproduction number, $R_{\text{eff}}$. The value of $R_{\text{eff}}$ typically varies from 0.9 to 2.1 [57]; here we consider $R_{\text{eff}} \in [0.8,3.0]$. The parameter $Y$ is the rescaling factor that provides the number of infected individuals in each basin given the incidence of ILI related tweets. We consider $Y \in [10^{-6},10]$. Each parameter is sampled according to different resolution and the total the phase space is formed by 58,000 sampling points. For each sampled point we generate a statistical ensemble of 500 identically initialized Monte Carlo simulations. Each simulations provides for each subpopulation $i$ the number of new flu cases in time $G_i(t : r, \mu, R_0, Y)$, among other indicators. The signal can be aggregated to provide the epidemic profiles as a function of time at variable geographical resolutions. Here, for sake of simplicity, we will consider only the country level aggregation $G(t) = \sum_i G_i(t)$.

4.3 Stage 3: parameters selection and predictions

In the third and final stage we use a statistical inference approach based on the data available to select the ensemble of simulations used to generate predictions. In order to assimilate the surveillance ILI incidence observations into our model, it is necessary to rescale the epidemic profile generated by mechanistic model, expressed as the total number of new flu cases per week, in a profile using the same scale adopted by the surveillance system. Formally, the incidence profile output of the mechanistic model $G_i(t)$ is rescaled to $G_i = \mathcal{F}(G_i)$, where $\mathcal{F}(x) = \alpha x + b$. To evaluate the rescaling factor and the offset term, we consider the average peak intensities and off-season average of the ILI surveillance signal from season 2003/04 to 2012/13, excluding the season 2009/10 because of the H1N1 pandemics. Since the rescaling can fluctuate year by year for reasons inherent to the surveillance systems, we also consider the standard deviation of the peak values in past seasons and consider variations in the rescaling factor of the order of the standard deviation. Given the set of ILI surveillance data available we can evaluate the goodness of fit of the rescaled results by using a multi-model information approach, based on the Akaike information Criterion (AIC) [60]. This approach selects models with the minimum loss of information corresponding to the maximum likelihood with respect to the real data. The available ILI data $x_0, x_1, \ldots, x_{T-1}$, defines the training window, shown in yellow in Figure 1 (D). For each training window we select models within the 1/33 evidence ratio. This selected ensemble of models is then used to forecast the epidemic in the following weeks $T, T + 1, \ldots$, and estimate peak time and peak intensity of the influenza sea-

son. As the season progress, the model selection process is repeated at each week as new data from the ILI surveillance system is available. The model selection process is therefore more and more stringent as more data are available, thus reducing uncertainties and stabilizing the forecast.

5. RESULTS

Here, we report the forecasts for the 2014/15 and 2015/16 influenza seasons in the context of the CDC’s “forecasting the influenza season challenge” for the United States and for the 2014/15 and 2015/16 seasons for Spain and Italy. We use the weekly data of the weighted percentage of patients visiting for ILI from ILINet for the United States, and the weekly ILI consultation rate per 1,000 and 100,000 individuals for Italy and Spain, respectively. In 2014/15 season, the forecasts started with ILI data of week 45, released on October 31 2014, for the United States, and with data of week 47, released on November 25 2014, for Italy and Spain. In 2015/16 season, the forecasts started with ILI data of week 45, released on October 30 2015, for the United States, and with data of week 52, released on December 30 2015, for Italy and Spain. The proposed forecast framework provides the full epidemic profile of the influenza season and thereby both short and long term forecasts of the epidemic intensity. As shown in Figure 2 the 95% confidence interval inferred from the selected ensemble of models is able to forecast the range of the entire epidemic profile. In the figure we show the values of the forecast along the entire season by considering $x$-week lead predictions $(x-wlp$ for short) $x \in [1,4]$. For all the countries and seasons considered the empirical observations lay within the confidence intervals for most of the weeks. In order to provide a quantitative comparison between our forecasts and the real epidemic curves we report the values of the Pearson correlation coefficient and the mean absolute percentage error (MAPE) in Table 1. As expected, the correlation generally decreases and the MAPE increases as the epidemic profiles is made by forecasts considering larger lead. Furthermore, a close inspection to the values reveals how the performance of our methodology is tied to the severity of the season. In fact, in case of a severe season, as in 2014-15, our predictions show high values of correlations and small MAPE even in $4-wlp$. In case of a very mild season instead, as in 2015-16 for Italy and Spain, our method provides more reliable predictions with one or two weeks lead. This is especially so in the case of a mild flu season when the dynamic pattern of the epidemic and the surveillance data signals are affected by large relative fluctuations. While the overall behavior of an ILI season is obviously dominated by the flu season, it is worth remarking that the ILI rate reported by official surveillance systems compounds together with the flu several other pathogens like rhinovirus and respiratory syncytial virus. For this reason a single flu model like the one used here should be generalized to multiple pathogens in order to improve the accuracy also at the very beginning and end of the season.

5.1 Predictions of influenza season indicators

In order to deepen the analysis of the accuracy of the model we report weekly forecasts for two main indicators of the season: peak week and peak intensity. In Figure 3 we show the weekly forecasts for the peak week as a function of the lead time. The grey strip in each plot describes the actual empirical values recorded at the end of the season,
Table 1: Person correlations and mean absolute percentage errors (MAPE) obtained by comparing the forecast results and the official ILI surveillance data along the entire season in each country.

<table>
<thead>
<tr>
<th>country</th>
<th>season</th>
<th>Pearson correlation</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1-wlp 2-wlp 3-wlp 4-wlp</td>
<td>1-wlp 2-wlp 3-wlp 4-wlp</td>
</tr>
<tr>
<td>USA</td>
<td>2015/16</td>
<td>0.83 0.49 0.34 0.25</td>
<td>0.12 0.21 0.30 0.37</td>
</tr>
<tr>
<td>USA</td>
<td>2014/15</td>
<td>0.95 0.81 0.75 0.90</td>
<td>0.22 0.27 0.27 0.32</td>
</tr>
<tr>
<td>Italy</td>
<td>2015/16</td>
<td>0.76 0.68 0.55 0.72</td>
<td>0.09 0.16 0.29 0.36</td>
</tr>
<tr>
<td>Italy</td>
<td>2014/15</td>
<td>0.98 0.94 0.88 0.90</td>
<td>0.19 0.25 0.28 0.32</td>
</tr>
<tr>
<td>Spain</td>
<td>2015/16</td>
<td>0.58 0.46 0.23 0.11</td>
<td>0.17 0.33 0.47 0.50</td>
</tr>
<tr>
<td>Spain</td>
<td>2014/15</td>
<td>0.93 0.82 0.53 0.36</td>
<td>0.28 0.53 0.68 0.62</td>
</tr>
</tbody>
</table>

Table 2: Accuracy of weekly prediction of peak week for the United States, Italy and Spain at the national level.

<table>
<thead>
<tr>
<th>season</th>
<th>country</th>
<th>observed peak week</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1-week 2-week 3-week 4-week</td>
</tr>
<tr>
<td>15/16</td>
<td>USA</td>
<td>10 57 21 75 97 94 96</td>
</tr>
<tr>
<td>14/15</td>
<td>USA</td>
<td>52 50 50 61 86 99 90</td>
</tr>
<tr>
<td>15/16</td>
<td>Italy</td>
<td>8 28 41 63 61 58 47</td>
</tr>
<tr>
<td>14/15</td>
<td>Italy</td>
<td>4 57 21 61 72 69 100</td>
</tr>
<tr>
<td>15/16</td>
<td>Spain</td>
<td>8 8 16 32 48 27 54</td>
</tr>
<tr>
<td>14/15</td>
<td>Spain</td>
<td>5 10 13 90 98 100 100</td>
</tr>
</tbody>
</table>

Table 3: Accuracy of weekly prediction of the peak intensity for the United States, Italy and Spain at the national level.

<table>
<thead>
<tr>
<th>season</th>
<th>country</th>
<th>observed peak intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1-week 2-week 3-week 4-week</td>
</tr>
<tr>
<td>15/16</td>
<td>USA</td>
<td>3.6 17 25 12 20 88 89</td>
</tr>
<tr>
<td>14/15</td>
<td>USA</td>
<td>6.0 44 44 33 58 75 84</td>
</tr>
<tr>
<td>15/16</td>
<td>Italy</td>
<td>6.2 17 17 21 24 100 100</td>
</tr>
<tr>
<td>14/15</td>
<td>Italy</td>
<td>10.8 46 48 43 40 50 66</td>
</tr>
<tr>
<td>15/16</td>
<td>Spain</td>
<td>195 30 17 25 40 100 100</td>
</tr>
<tr>
<td>14/15</td>
<td>Spain</td>
<td>343 10 13 90 98 100 100</td>
</tr>
</tbody>
</table>

and the box and whisker plots describe the distribution of forecasts in the selected ensemble of simulations. With the exception of few points, for all countries and seasons considered, the real value lay within the 95% confidence range of the ensemble forecast. Forecasts generated on week \( w \) are based on the surveillance data collected up to that week. Access to more surveillance data it is expected to result in small confidence intervals of predicted outcomes. However, surveillance data for a specific week could be revised by authorities inducing fluctuations in prediction’s accuracy respect to the final value of each indicator. Despite these complications, in all the cases considered predictions stabilize towards the correct value as the season progresses.

Figure 3: The boxplots of weekly prediction results for peak week as function of weeks prior to observed peak week. Light grey horizontal bars refer to the final observation for each quantity.
In Tables 2 and 3, we quantify more rigorously the accuracy of our approach. We define the accuracy of forecasts as the percentage of the selected ensemble of simulations providing predictions within one week for peak time and within 20% error for the peak intensity. As shown in Table 2 the accuracy of our predictions for the peak week is consistently above 60% up to four weeks of lead in the case of USA (both seasons), Italy and Spain in 2014-15. Remarkably, in the case of USA in 2014-15 the accuracy is 50% or higher up to six weeks of lead. In 2015-16 the accuracy is overall lower with the exception of USA.

As shown in Table 3, the accuracy for the peak intensity is on average smaller respect to the other indicators and more dependent on the season and country considered. However, for both seasons and all countries the accuracy of our predictions is at least 50% with two weeks of lead. Furthermore, in the case of Spain during the 2014-15 season the accuracy is 90% or above up to four weeks of lead.

From these analyses we can conclude that our methodology provides reliable predictions often with significant lead times. It is important to stress how the accuracy depends on the severity of the season under consideration. Indeed, the large fluctuations in the surveillance data and the confounding factors introduced by other ILI pathogens that are predominant in mild influenza seasons reverberate in the ensemble selection process inducing unstable predictions.

5.2 Estimation of epidemiological parameters

<table>
<thead>
<tr>
<th>season</th>
<th>USA</th>
<th>Italy</th>
<th>Spain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_\text{eff}$</td>
<td>14/15</td>
<td>1.80 [1.50, 2.20]</td>
<td>1.50 [1.40, 1.50]</td>
</tr>
<tr>
<td></td>
<td>15/16</td>
<td>1.30 [1.20, 1.40]</td>
<td>1.20 [1.10, 1.30]</td>
</tr>
<tr>
<td>residual immunity</td>
<td>14/15</td>
<td>0.15 [0.05, 0.35]</td>
<td>0.20 [0.05, 0.30]</td>
</tr>
<tr>
<td></td>
<td>15/16</td>
<td>0.30 [0.10, 0.40]</td>
<td>0.25 [0.00, 0.40]</td>
</tr>
<tr>
<td>average infectious time</td>
<td>14/15</td>
<td>4.00 [2.50, 5.00]</td>
<td>3.60 [2.80, 5.00]</td>
</tr>
<tr>
<td></td>
<td>15/16</td>
<td>5.00 [3.60, 5.00]</td>
<td>3.30 [2.00, 5.00]</td>
</tr>
</tbody>
</table>

Besides the ability of producing reliable predictions with several weeks lead, our approach has another major advantage with respect to statistical models: it allows estimating the key epidemiological parameters of an influenza season reported in Table 4. As expected the non susceptible population tends to be larger for weak flu seasons and varying between 10 to 40% of the total population. These values are compatible with vaccination rate and efficacy and with previous studies [31]. We report also the estimate for the average infectious period ($\mu^{-1}$) that represent the duration of the host infectiousness. Also in this case the results are very close to what is generally reported for influenza in the literature, especially if we consider that the model assumes a 1.5 days of latency, thus yielding a serial interval generally close to 4 or 5 days such as in [31]. A crucial quantity that determines the intensity and severity of the influenza season is the effective reproductive number $R_{\text{eff}}$. This quantity is defined as

$$R_{\text{eff}} = (1 - r)R_0,$$

The estimation of $R_{\text{eff}}$ is particularly interesting to the public health community because it assesses the transmission rate of an infectious disease and the possibility of outbreak. In Table 4, we also report the median and 95% confidence interval for $R_{\text{eff}}$ estimated from the selected ensemble of models at the beginning of the season in each of the considered countries. For the United States at the national level, the $R_{\text{eff}}$ in 2014/15 season is estimated to be considerably larger than in the season 2015/16. Interestingly, this reflects the fact that the 2015/16 season was indeed milder in all the countries considered. In fact, in Italy and Spain the 2015/16 season has been extremely mild with peak activity close to factor two smaller than in the 2014/15 season. Remarkably, such observations are totally consistent with our estimates. Furthermore, the estimated $R_{\text{eff}}$ for the United States are within the range of values reported by retrospective epidemiological studies [57]. The season-length collection of social media data can be helpful in the estimate of epidemiological parameters like serial intervals and attack rate [61]. Our framework combining social media data and mechanistic models shows that it is possible to achieve predictive power for both flu season indicators and key epidemiological parameters.

6. DISCUSSION

In this study, we present a framework to forecast the unfolding of seasonal influenza adopting digital ILI surrogates, real surveillance data, and a mechanistic epidemiological model. The predictions focus on weekly season intensity and two indicators: peak week and intensity of the season. We test the framework considering its performance during the 2014/15 and 2015/16 season in the United States, Italy and Spain. Remarkably, our predictions are in good agreement with real observations. In particular, the large majority of real data fall within the 95% confidence range of our forecasts up to four week lead. The framework provides forecasts that stabilizes and are more accurate as the season progresses. The forecasts quality is related to the intensity of the epidemic, and for the 2015/16 season that has been particularly weak we see that the fluctuations in the signal generates a larger uncertainty in the predictions. The importance of accurate forecasts is certainly higher during severe influenza season and it is encouraging to observe that the forecast framework performs better exactly when it is most needed. Our approach presents a number of advances with respect to previous work. We adopt an individual based data driven epidemiological model in which the census areas, metropolitan areas, are coupled by real mobility data. Thus, our forecasts capture the geospatial spreading patterns in each country, and can be applied to any other country where digital surrogates are available [62]. We uses digital surrogates just to initialize the epidemiological model. Thus, predictions are just indirectly influenced by such surrogates, and the dependence from their availability is limited to just few weeks in the early stages of the season. Furthermore, we are not limited to specific source of digital surrogates. For instance, the approach has been already extended to consider data from digital surveillance [62]. Finally the presented framework can be easily refined with multiple data sources, such weather data information, specific contact matrices and school calendars.
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