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ABSTRACT

In this paper, we study the neural underpinnings relevant
to user-centered web security through the lens of functional
near-infrared spectroscopy (fNIRS). Specifically, we design
and conduct a fNIRS study to pursue a thorough investiga-
tion of users’ processing of legitimate vs. illegitimate and
familiar vs. unfamiliar websites. We pinpoint the neural
activity in these tasks as well as the brain areas that control
such activity. We show that, at the neurological level, users
process the legitimate websites differently from the illegiti-
mate websites when subject to phishing attacks. Similarly,
we show that users exhibit marked differences in the way
their brains process the previously familiar websites from
unfamiliar websites. These findings have several defensive
and offensive implications. In particular, we discuss how
these differences may be used by the system designers in the
future to differentiate between legitimate and illegitimate
websites automatically based on neural signals. Similarly,
we discuss the potential for future malicious attackers, with
access to neural signals, in compromising the privacy of users
by detecting whether a website is previously familiar or un-
familiar to the user.

Compared to prior research, our novelty lies in several as-
pects. First, we employ a neuroimaging methodology (fNIRS)
not tapped into by prior security research for the problem
domain we are studying. Second, we provide a focused study
design and comprehensive investigation of the neural pro-
cessing underlying the specific tasks of legitimate vs. ille-
gitimate and familiar vs. unfamiliar websites. Third, we
use an experimental set-up much more amenable to real-
world settings, compared to previous fMRI studies. Beyond
these scientific innovations, our work also serves to corrobo-
rate and extend several of the findings of the prior literature
with independent methodologies, tools and settings.
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1. INTRODUCTION
Gaining insights into the innate behavior of end users,

when they are faced with security threats while browsing the
web, is an established line of research in computer security.
Many prior studies have been conducted to evaluate users’
performance in detecting web-based attacks and adhering to
browser security warnings (e.g., [7, 17, 19, 22, 43, 48, 54]).
A recent innovation in this research thread is a class of stud-
ies that measure users’ low-level, neural processes underly-
ing the security threat (e.g., [37, 50, 8, 36]). These stud-
ies have used traditional neuroimaging techniques, namely,
functional magnetic resonance imaging (fMRI) and Elec-
troencephalogram (EEG), to tap into users’ brain signals,
which boast to provide unique insights into users’ behavior
that may not be possible to capture through performance
studies alone.

In this paper, we follow this latter class of studies to
understand the neural mechanics in the context of user-
centered web security through the lens of functional near-
infrared spectroscopy (fNIRS). fNIRS is a non-invasive imag-
ing technique for brain activity measurement in naturalistic
settings that uses light in the near infrared range (700-900
nm) to penetrate the skull and provide a measurement of
changes in the ratio of deoxygenated (deoxy-Hb) and oxy-
genated hemoglobin (oxy-Hb) in active areas of the cortex of
the brain. We carefully selected fNIRS as our study platform
since it offers the spatial resolution better than EEG and
similar to that of fMRI, while allowing for the measurement
of brain activity in near-real-world conditions (not inside a
scanner and not in a supine posture, unlike fMRI).

First, we consider the problem of website legitimacy detec-
tion, commonly referred to as phishing detection, in which
the user has to determine whether a website the user is about
to login to is legitimate (“real”) or illegitimate (”fake”, or a
close replica of real). We dissect the human behavior under-
lying such real vs. fake website detection based on fNIRS
neural signals.

Further, we also consider the problem of website familiar-
ity detection, in which an attacker attempts to infer whether
a given website the user is browsing is familiar to the user
or not. This represents an attack against the privacy of
the user since it allows the attacker to, for example, learn
whether the user has an account with a website or has previ-
ously visited the website, which can be used to track the user
online or later launch phishing and other social engineering
attacks against the user. In this paper, we aim to study
the differences in brain activation based on the familiarity
of websites. This constitutes a form of side channel attack,
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in which the information about the familiarity of the web-
site can be extracted through neural side channels, which
may be accessible to a malicious program running on the
user’s computer connected with the fNIRS device. Similar
attack models have been studied by researchers using EEG-
based brain computer interfaces, but focused on familiarity
of people, locations or ATM machines [34], not websites.

Our Contributions and Novelty Claims: In this paper
we study human behavior underlying website legitimacy de-
tection and website familiarity detection based on the neu-
rological phenomena captured by fNIRS. To this end, we
design and conduct an fNIRS study to pursue a thorough
investigation of users’ processing of real vs. fake and fa-
miliar vs. unfamiliar websites. In particular, we pinpoint
the neural activity in these tasks as well as the neural re-
gions that control such activity. Our results show that, at
the neurological level, users process the legitimate websites
differently from the illegitimate websites when subject to
phishing attacks. Similarly, our results show that users ex-
hibit clear differences in the way their brains process the
previously familiar websites from unfamiliar websites.

These insights drawn from our study may have important
defensive and offensive implications. In particular, these dif-
ferences may be used by the system designers in the future
to differentiate between legitimate and illegitimate websites
programmatically based on neural signals, offering an ad-
ditional layer of security against phishing attacks beyond
traditional phishing detection mechanisms. Similarly, we
discuss the potential for future malicious attackers, with ac-
cess to neural signals, in compromising the privacy of users
by detecting whether a website is previously familiar or un-
familiar to the user.

Compared to prior research, our novelty lies in several as-
pects. First, we employ a neuroimaging methodology (fNIRS)
not tapped into by prior security research for the problem
domain we are studying. Prior to our work, fNIRS has been
used to build user authentication mechanisms based on neu-
ral biometric patterns [44], but not website legitimacy and
familiarity detection. Second, we provide a focused study
design and comprehensive investigation of the neural pro-
cessing of legitimate vs. illegitimate and familiar vs. unfa-
miliar websites. Prior neurological studies [37, 36] involved
multiple security tasks (phishing detection and warnings ad-
herence) in the same session, which may have resulted in
participant fatigue and less number of trials per task. Third,
we use an experimental set-up much more amenable to real-
world settings, compared to previous fMRI studies [37, 8]. In
the fMRI condition, the user has to perform the study tasks
in the enclosure of the fMRI scanner and under a supine
posture, which is not a realistic scenario for web browsing.
Fourth, we discuss the potential for building automated web-
site legitimacy detection mechanisms based on neural data.

Beyond the aforementioned innovations, one important
scientific attribute of our work lies in corroborating and ex-
tending several of the findings of the prior literature based on
independent methodologies, tools and settings. Notably, we
identify several of the same neural signatures vis-a-vis real
and fake websites as exhibited in the fMRI study of [37], but
under more naturalistic experimental setting. Specifically,
like the previous study, we found activation in frontopolar
cortex and orbitofrontal cortex, the neural areas involved in
making decisions and evaluation of trustworthiness in the
phishing detection task. Similar to previous studies [37, 36],

we also found neural differences in how users detect real and
fake websites. This result is also in line with related neuro-
science literature on identifying real and fake paintings [28].

Practicality of fNIRS: Although the fNIRS systems are
currently generally expensive, we believe that our methodol-
ogy is valuable for user-centered security investigations and
can have applications in organizations with high security
requirements, such as national defense. Also, in the near fu-
ture, these devices are expected to become miniaturized and
light-weight similar to the commodity Brain Computer In-
terface (BCI) headsets. In fact, small, portable and wireless
versions of fNIRS [4, 5] are already available in the market.
Nevertheless, the fNIRS probe cap we used in our study was
light-weight, designed for flexibility and comfort to perform
tasks seamlessly.

2. BACKGROUND & PRIOR WORK

2.1 fNIRS Overview
Emerging brain activity sensing devices, such as func-

tional near-infrared imaging (fNIRS), allow the researchers
to explore brain activation states in real-world and simulated
real-world environments, safely and non-invasively [29]. fNIRS
in particular holds great potential for non-invasive brain
measurement in naturalistic settings due to its practical na-
ture, ease of set-up, robustness to motion artifacts, and high
spatial resolution [29, 27]. The fNIRS technology uses light
in the near infrared range (700-900 nm) to penetrate the
skull and provide a measurement of changes in the ratio of
deoxygenated (deoxy-Hb) and oxygenated hemoglobin (oxy-
Hb) in the cortex of the brain. Optical fibers are placed on
the surface of the head for illumination while detection fibers
measure light which reflects back (Figure 1).

Figure 1: fNIRS functioning: Near infrared light is pulsed
into the brain and light detectors measure the light reflected
out of the cortex.

2.2 Related Work
Phishing is the act of luring people to reveal their pri-

vate information using spoofed websites. Researchers have
conducted a number of human-centered phishing detection
studies (e.g., [17, 19, 22, 43, 48, 54]), which focus on users’
task performance in identifying phishing scams and the ef-
fectiveness of anti-phishing toolbars, security indicators and
phishing warnings. These studies have generally revealed
that users do not pay attention to the browser-based phish-
ing cues and often make incorrect choices.

There have been few recent studies which not only focus
on the users’ task performance but also on the underlying
neural processes controlling users’ decision making under se-
curity tasks (e.g.,[37, 50, 8, 36]). Related to our work is the
fMRI study conducted by Neupane et al. [37], where users
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were subjected to phishing detection and malware warnings
adherence tasks. They reported that users exhibit higher
activation in brain regions governing decision making, atten-
tion, and problem-solving, and may perceive real and fake
websites differently. Neupane et al., in their other study [36],
used EEG and eye-tracking to understand users neural and
gaze metrics during phishing detection and malware warn-
ings tasks in near-realistic environment. They reported that
users may not heed the key areas of the website and may
exhibit some differences while processing real and fake web-
sites. In this paper, we corroborate several of the findings of
these prior studies, and extend upon them in many signifi-
cant ways by examining the aspect of neural differences in
the processing of real vs. fake websites more closely follow-
ing a focused study design, and by discussing the potential
for automated detection based on such neural differences.

In another study, Vance et al. [50] reported that EEG
based measure of users risk-taking behavior in Iowa Gam-
bling Task could predict their security warning performance.
Further, Anderson et al. [8] argued that polymorphic warn-
ings can reduce the effect of warning habituation in their
fMRI and mouse-tracking study. Martinovic et al [34] used
EEG signal as a side-channel attack to reveal users private
information, e.g., their locations, PIN codes, bank ATMs,
and familiarity of people. This last study is relevant to the
offensive website familiarity detection approach we are sug-
gesting in this paper, but it used a different methodology
(EEG-based Brain Computer Interface) compared to our
work (fNIRS).

3. STUDY DESIGN & DATA COLLECTION
In this section, we describe the design of our experimental

tasks to study website legitimacy (phishing) and familiarity
detection, the study set-up involving fNIRS, and the proto-
col we followed for data collection with human participants.

3.1 Design of the Task
We designed an experimental task to investigate website

legitimacy and familiarity detection based on neural mech-
anisms. To this end, we selected e-commerce, social net-
working, banking, web email and online storage websites
drawn from the list of top fifty popular websites ranked by
Alexa [1]. Out of Alexa top 50 websites, we selected 30
websites as unique real websites (denoted as “Real”) in our
experiment. Some of these websites (e.g., dropbox and face-
book) were repeated in their fake versions in the experiment.
We created spoofed or fake versions (denoted as “Fake”) of
the websites to emulate the phishing attack scenario by ei-
ther modifying the logo, layout or URL, or combinations
thereof. To build easy fake websites (denoted as “easy fake
(EFake)”) we used shortened URLs, IP addresses and com-
pletely different URLs. Also, we changed or removed web-
site logo, or even modified website layout (e.g., by removing
background image or css file). To create difficult fake web-
sites (denoted as“difficult fake (DFake)”), we kept the layout
intact and modified the URL using obfuscation techniques
such as adding extra characters, replacing similar looking
characters, and replacing website extension. EFake websites
were assumed to be easier to detect while DFake websites
were assumed to be harder to detect. In creating obfuscated
URLs, we were inspired by real-life phishing URLs obtained
from phishtank.com [3]. In total, we used sixty (30 Real, 15
EFake and 15 DFake) websites in this task. The EFake and

DFake websites were hosted in our local webserver. An in-
house software was developed to execute the task. For each
of the Real website used in the task, at the end of our study,
the participants were requested to provide their familiarity
level as “familiar” and “unfamiliar”. This information was
later utilized in the familiarity detection analysis.

The basic design of this task is similar to previous phishing
studies [17, 36, 37], except that we add a familiarity vs. un-
familiarity aspect to it. We used an event related design [42]
for the task, where each trial is presented as an event with
certain inter-stimulus interval. Longer trials are needed for
fNIRS studies because it takes approximately 6-8 seconds
for blood flow changes to reach the maximum value, similar
to fMRI. In our task, a website was presented for 10 seconds,
followed by a response page for another 10 seconds in which
the participants had to answer whether they trusted the
website by pressing yes/no button using mouse. Unlike [17,
36, 37], we did not explicitly ask the participants if the web-
site was real or fake since our goal was to capture neural
signals associated with implicit detection of real and fake
websites in line with real-world conditions. The process was
repeated for 60 trials with inter-stimulus interval (fixation)
of 6 seconds. After every six trials, a rest event was pre-
sented for 12 seconds. During the fixation and rest events,
the participants were instructed to relax. The websites in
the tasks were randomly presented to the participants in
“Firefox” browser. The total length of the experiment was
around 31 minutes. During the trials, the participants were
instructed to make as little head movement as possible. The
goal of this experiment was to measure the participants’ neu-
ral activity during the task. The sample stimuli and timing
flow diagram of the task are shown in figure 2.

3.2 Repeated Measures and
Experimental Set-up

In our study, we used an fNIRS device with 46 channels
(18 sources and 15 detectors) developed by Hitachi Medical
(ETG 4000). The frequency of the device was set to 10Hz
and the inter-optode distance was set to 30mm.

We used the results from a previous fMRI study of phish-
ing detection by Neupane et al. [37] for the purpose of fNIRS
sensor configuration. Neupane et al. [37] had found that
when participants identified websites as fake (contrasted with
real), they activated right middle, inferior, and orbital frontal
gyri, and left inferior parietal lobule. And, when partici-
pants identified real websites, they showed increased activ-
ity in left precentral gyrus, right cerebellum, left cingulate
gyrus, and occipital cortex. So we created a custom probe
design to cover the frontal cortex, right temporoparietal
junction (TPJ), and left temporoparietal junction, which
overlap with several of the brain regions from the Neupane
et al. study. The frontal cortex had 22 channels, and the
right and the left TPJ each had 12 channels. We used a
comfortable skull cap to hold probes in precise locations on
participants’ head.

Unlike the fMRI experiment [37], the participants were
presented with the task on a computer, which participants
performed in an upright position in lab conditions, while
their brain data was recorded in the background.

As our repeated measures in the experiment, we recorded
changes in the concentration of oxygenated hemoglobin (oxy-
Hb) and deoxygenated hemoglobin (deoxy-Hb) through the
fNIRS device while the participants performed the tasks.
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Figure 2: Sample Experimental Stimuli and Timing Flow Diagram.

3.3 Study Protocol

Ethical and Safety Considerations: Our study was ap-
proved by the Institutional Review Board (IRB) of our Uni-
versity. The participation in the study was strictly voluntary
and it was ensured that the participants were comfortable
during the experiment. A signed informed consent was col-
lected from all participants prior to their participation in the
study. The standard best practices were followed to protect
the confidentiality and privacy of participants’ data collected
during the study.

Participant Recruitment and Pre-Experiment Phase:
Twenty healthy university members (students and faculty
members from diverse disciplines, and staff members) were
recruited for our study. After providing informed consent,
participants provided their demographic information (such
as age, gender and education level). Our pool was comprised
of 55% male and 45% female, 45% were above the age of 24
and belonged to fairly diverse educational levels (10% High
School, 20% Undergrad, 35% Grad, 5% Doctorate, 30% Oth-
ers). Our sample, especially in terms of age, was closer to the
group of users who use the Internet frequently [2], and who
are supposedly more vulnerable to phishing attacks [46] and
hence are a good target of our study. Previous power analy-
sis studies have found 20 to be an optimal number of partic-
ipants for such studies. For instance, statistical power anal-
ysis of event-related design fMRI studies has demonstrated
that 80% of clusters of activation proved reproducible with
a sample size of 20 subjects [35]. Our participant sample is
well-aligned with the samples used in related prior studies
[17, 36, 37]. Also, in line with other prior studies [17, 36,
37], the participants were not told anything regarding the
security relevance of the experiments, in order to avoid ex-
plicit security priming of the individuals which may impact
their neural activity and task performance.

Task Execution Phase: The study followed a within-
subjects design, whereby all participants were presented with
the same set of (randomized) trials corresponding to the
task designed to measure website legitimacy and familiar-
ity detection. In the main experiment session, the fNIRS
optode or sensor configuration was pre-established for each
participant, as described in Section 3.2. Once the probe
was placed in the correct location on probe cap, fnirs sys-
tem was calibrated and a Patriot Polhemus 3d digitizer was
used to measure the location of each optode/detector on that
participant’s head. This allowed for spatial localization of
activated brain regions during fNIRS data analysis.

Post-Experiment Phase: During this phase, the partici-
pants were given a post-test questionnaire designed to deter-
mine their familiarity with the websites used in the experi-
ment. The participants were asked to provide their familiar-
ity with the websites on the scale of familiar and unfamiliar.
After the completion of this phase, each participant was paid
$10 for their participation in the study.

4. ANALYSIS METHODOLOGY
In this section, we describe the procedures and metrics

employed for the analysis of the neural data captured during
our experiment.

4.1 Neural Data Analysis
Hitachi’s data acquisition software was used to collect and

process the raw brain data during the experiment. The raw
data was pre-processed to remove high frequency noise and
motion artifacts. A low-pass filtering of the data, keeping
frequencies between 0.01Hz and 0.5Hz, removed the sig-
natures representing respiratory and cardiac fluctuations.
The filtered raw data was then converted to the average
concentrations of oxyenated Hemoglobin (oxy-Hb) and de-
oxygenated Hemoglobin (deoxy-Hb) using modified Beer-
Lambert’s Law [52]. When hemoglobin transports oxygen,
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Table 1: Regions of Interest based on fNIRS channel locations

Area # Acronym Regions of Interest

40 RSGWA Right Supramarginal gyrus part of Wernicke’s area
6 RPSMC Right Pre-Motor and Supplementary Motor Cortex
9 RDLPFC Right Dorsolateral prefrontal cortex
22 RSTG Right Superior Temporal Gyrus
21 RMTG Right Middle Temporal Gyrus
6 LPMSMC Left Pre-Motor and Supplementary Motor Cortex
40 LSGWA Left Supramarginal gyrus part of Wernicke’s area
9 LDLPFC Left Dorsolateral prefrontal cortex
1,2,3 PSC Primary Somatosensory cortex
42 PAAC Primary and Auditory Association Cortex
21 LMTG Left Middle Temporal Gyrus
22 LSTG Left Superior Temporal Gyrus
10 FPA Frontalpolar area
11 OPA Orbitofrontal area

it is referred to as oxy-Hb and when it releases oxygen due to
an increase in oxygen metabolism, it deoxy-Hb. When brain
regions are active, regional cerebral blood flow and oxy-
genated hemoglobin in that area increases. However, during
functional metabolism, oxygen consumption increases, and
hence concentration of deoxy-Hb also increases [32]. The
increase in oxy-Hb and decrease in deoxy-Hb are associated
with activation of the brain area [14]. These hemodynamic
changes are similar to the blood oxygenation level dependent
(BOLD) signal measured during fMRI scans.

We had synchronized the brain data collected during the
experiment with the trial presentation time and order. We
designed an in-house software, which took synchronized brain
data and trial presentation log, to extract the oxy-Hb and
deoxy-Hb changes related to each website. We then com-
puted the average oxy-Hb and average deoxy-Hb from each
channel for each website. We wanted to analyze the brain
data when participants were observing the websites, so the
brain data related to response page was excluded from the
analysis.

Hemisphere Analysis: As described in Section 3.2, two
probe sets of 12 channels each were placed at right and left
TPJ junction, and one probe set of 22 channels was placed
at frontal cortex. In hemisphere analysis, we averaged the
oxy-Hb and deoxy-Hb values measured from all channels lo-
cated in each probe for each channel. We then compared
the differences in oxy-Hb and deoxy-Hb for real, fake, easy
fake and difficult fake websites at each of these three loca-
tions. Along with the neural differences in processing Real
and Fake websites, we were interested in the differences in
EFake and DFake websites, as these websites were substan-
tially distinct.

Regions of Interest Analysis: Our preprocessed data in-
cluded 46 channels of data, where each channel contained
the rate of change in oxy-Hb and deoxy-Hb as measured at
that location over time. We used Tsuzuki’s 3D-digitizer-
free method for the virtual registration of fNIRS channels
onto the stereotactic brain coordinate system. Essentially,
this method allows us to place a virtual optode holder on
the scalp by registering optodes and channels onto reference
brains. Assuming that the fNIRS probe is reproducibly set
across subjects, the virtual registration can yield as accurate

spatial estimation as the probabilistic registration method.
So we identified the brain area represented by each chan-
nel and grouped these channels based on the majority of
the Brodmann Area [11] they cover. The channels were
hence grouped into 14 different regions of interest (ROIs)
as shown in Table 1. For ROI analysis, we averaged oxy-Hb
and deoxy-Hb measured by the channels grouped in these
ROIs separately for each website. We then compared the
differences in oxy-Hb and deoxy-Hb for real, fake, easy fake
and difficult fake websites at each of these 14 ROIs.

4.2 Website Familiarity Analysis
To enable website familiarity analysis, we had showed par-

ticipants, in the post-experiment phase, the images of the
websites used in the experiment and asked them to answer if
they were familiar or unfamiliar to these websites. We then
grouped all the familiar websites and unfamiliar websites
separately and measured differences in oxy-Hb and deoxy-
Hb across them. We also measured differences in oxy-Hb and
deoxy-Hb for real, fake, easy fake and difficult fake websites,
which were familiar to users.

4.3 Statistical Testing
We used Kolmogorov-Smirnov test to measure normality

of the data. Our data set was non-normal so we used Fried-
man’s test and Wilcoxon Singed-Rank Test (WSRT) for
measuring differences in the means of different groups under-
lying our analysis. Holm-bonferroni correction was used dur-
ing post-hoc analysis for multiple comparisons. The effect
size of WSRT was calculated using the formula r = Z/

√
N

, where Z is the value of the z-statistic and N is the num-
ber of observations on which Z is based. The effect size is
considered medium if it is >0.2 and large if it is >0.5.

5. NEURAL ANALYSIS AND RESULTS
For neural analysis, as described in Section 4.1, we per-

formed hemisphere and ROI analysis for all websites, only
familiar websites, and familiar vs. unfamiliar websites.

5.1 Website Legitimacy: All Websites
Hemisphere Analysis: In hemisphere analysis, we con-
trasted different categories of websites for the oxy-Hb and
deoxy-Hb values measured from all channels located in each
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hemispheres (frontal cortex, right TPJ and left TPJ) for all
trials. When first looking at frontal cortext, using Fried-
man’s test, we found statistically significant differences in
deoxy-Hb among the different types of trials (χ2(3)=242.7,
p<.0005 ). Further, upon contrasting the deoxy-Hb in Real
trials with deoxy-Hb in Fake trials with WSRT, we saw sta-
tistically significant difference (p=.017 ) with a medium ef-
fect size (r=.37 ). When analyzing the right and left hemi-
spheres, however, we did not find any statistically significant
differences across the trials.

Table 2: Statistically Significant Results at ROIs for All
Websites: Pairwise Comparisons of Real, EFake, DFake

# ROI Comparison HbType p-value
Effect

Size

1 LSGPWA DFake >EFake deoxy-Hb .012 .39

2 FPA
Real >Fake deoxy-Hb .017 .37
Real >EFake deoxy-Hb <.0005 1.92
Real >DFake deoxy-Hb <.0005 1.91

3 OFA
Real >EFake deoxy-Hb <.0005 1.37
Real >DFake deoxy-Hb <.0005 1.34

Regions of Interest Analysis: To recall, for ROI analysis,
we averaged oxy-Hb and deoxy-Hb measured by the chan-
nels grouped in 14 ROIs separately for each trial (Section
4.1). We contrasted the oxy-Hb and deoxy-Hb separately
for different trials at each of these ROIs.

Friedman’s test showed the presence of statistically signif-
icant difference in mean deoxy-Hb among different trials at
left supramarginal gyrus part of wernicke’s area (χ2(3)=29.96,
p<.005 ). On further using WSRT, we saw statistically sig-
nificant difference in deoxy-Hb in DFake websites as com-
pared to EFake websites (Table 2, row 1 provides the de-
tails).

We also found that the differences in mean deoxy-Hb (χ2(3)
=254.9, p<.0005 ) among different trials at frontopolar area,
based on Friedman’s test. On further using WSRT, we
found several statistically significant pairwise results includ-
ing: Real and Fake, Real and EFake and Real and DFake
(Table 2, row 2 provides the details)

On using Friedman’s test, we further noticed differences
in mean deoxy-Hb (χ2(3)=254.9, p<.0005 ) among different
trials at the orbitofrontal area. On further contrasting with
WSRT deoxy-Hb across different trials, we found statisti-
cally significant pairwise results including: Real and EFake
and Real and DFake (Table 2, row 3 provides the details)

Interpretation: Decrease in deoxy-Hb signifies increased
metabolism and blood flow in the local brain area [14, 12].
For the Fake websites, we found higher activation (lower
deoxy-Hb) in orbitofrontal area of participants. Dimoka [18]
looked at trust and distrust in the brain by showing ebay
seller profiles designed to have varying levels of credibility
to participants. Their results suggested that trust was asso-
ciated with lower activation in the orbitofrontal cortex. Fake
websites having different URL and logos might have raised
distrust in the participants brain, resulting in the increased
activation in the orbitofrontal cortex we observed. The ac-
tivation of frontopolar area, which is implicated in working
memory and cognitive workload [9], suggesting that partic-
ipants experienced higher cognitive load when trying to as-
sess the validity of the fake websites when compared to the
real sites. Our results are also in line with the findings of the
previous phishing detection studies. Neupane et al. [37] in

their fMRI study of phishing detection found higher activa-
tion in frontal and left parietal brain corresponding to fake
websites. Establishing similar results in a more naturalis-
tic environment (fNIRS vs. fMRI) suggests that deep-down
neural patterns may persist irrespective of the environment.
The fMRI study of real and fake Rembrandt paintings by
Huang et al. [28] had also found higher activation in right
middle frontal gyrus corresponding to fake paintings when
contrasted with real paintings. The EEG-based study of Ne-
upane et al. [36] also revealed similar differences, but were
only limited to the distraction level between real vs. diffi-
cult fake websites. Overall, our analysis demonstrates the
existence of marked neural differences in the processing of
real and fake websites in key areas of the brain.

5.2 Website Legitimacy: Familiar Websites
In this analysis, we collected the websites familiar to the

participants and contrasted corresponding oxy-Hb and deoxy-
Hb for different trials at left TPJ, right TPJ and frontal
cortex, and the 14 predefined regions of interest separately.

Hemisphere Analysis: In hemisphere analysis, we noticed
statistically significant differences in deoxy-Hb (χ2(3)=53.69,
p<.0005 for different trials at right TPJ, on using Fried-
man’s test. On further contrasting deoxy-Hb among differ-
ent trials using WSRT, we found statistically significantly
higher deoxy-Hb in Real trials as compared to Fake tri-
als p<.0005 with a large effect size (r=.76 ), EFake trials
p<.0005 with a large effect size (r=.76 ) and DFake trials
p=.002 with a medium effect size (r=.44 ).

Table 3: Statistically Significant Results at ROIs for Famil-
iar Websites: Pairwise Comparisons of Real, EFake, DFake

# ROI Comparison HbType p-value
Effect

Size

1 RDLPFC

Real >EFake oxy-Hb .003 .45
Real >DFake oxy-Hb .011 .39
Real >EFake deoxy-Hb <.0005 .93
Real >DFake deoxy-Hb .002 .49

2 OFA
Real >EFake deoxy-Hb <.005 .78
Real >DFake deoxy-Hb <.0005 .76

3 RSTG
Real>DFake deoxy-Hb <.0005 .63
DFake >EFake deoxy-Hb .001 .50

4 RMTG DFake >EFake deoxy-Hb .006 .42

5 LDLPFC EFake >DFake deoxy-Hb .006 .49

6 LMTG DFake >EFake deoxy-Hb .007 .42

Region of Interest Analysis: In the ROI analysis, we ob-
served statistically significant difference in oxy-Hb (χ2(3)=8.03,
p<.035 ) and deoxy-Hb (χ2(3)=36.5, p<.0005 ) among dif-
ferent trials at right dorsolateral prefrontal cortex on using
Friedman’s test. On further using WSRT, we found sta-
tistically significantly higher oxy-Hb and deoxy-Hb in Real
trials as compared to EFake trials and DFake trials (Table 3,
row 1). Similarly, we noticed, on using Friedman’s test, sta-
tistically significant differences in deoxy-Hb (χ2(3)=19.46,
p<.0005 ) among different trials at Orbitofrontal area. Ta-
ble 3, row 2 depicts the corresponding pairwise statistically
significant comparisons on using WSRT between Real and
EFake trial, and Real and DFake trial.

At right superior temporal gyrus also, we noticed sta-
tistically significant difference in deoxy-Hb (χ2(3)=18.11,
p<.0005 ) on using Friedman’s test. We observed statisti-
cally significant differences on using WSRT for Real and
DFake, and DFake and EFake trials (Table 3, row 3). We
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Table 4: Statistically Significant Results at ROIs: Familiar
(Fam) vs Unfamiliar (UnFam) Websites

# ROI Comparison HbType p-value
Effect

Size

1 RDLPFC Fam >UnFam oxy-Hb .007 .33

2 RSTG Fam >UnFam deoxy-Hb .002 .49

3 RMTG Fam >UnFam deoxy-Hb .013 .49

further noticed statistically significant difference in deoxy-
Hb at right middle temporal gyrus (χ2(3)=44.34, p<.0005 )
on using Friedman’s test. On using WSRT, we found sta-
tistically significant pairwise difference between DFake and
EFake trials (Table 3, row 4).

Next, on using Friedman’s test at left dorsolateral pre-
frontal cortex, we found statistical difference in deoxy-Hb
among different trials (χ2(3)=52.45, p<.0005 ). We ob-
served statistically significant differences on using WSRT
between EFake and DFake trials (Table 3, row 5). Finally,
at left middle temporal gyrus, we found that statistically sig-
nificant difference exist in deoxy-Hb (χ2(3)=15.62, p=.001 )
among different trials, based on Friedman’s test. Table 3,
row 6 depicts statistically significant results between DFake
and EFake upon using WSRT. No other statistically signif-
icant differences were found at these ROIs.

Interpretation: Dorsolateral prefrontal cortex (DLPFC),
frontopolar cortex, and orbitofrontal cortex, are key neu-
ral regions, all of which interact together to play a criti-
cal role in decision making [20, 24, 38]. In particular, they
have been implicated in making evaluation of trustworthi-
ness [30, 41, 18, 31, 53]. The activation in these areas dur-
ing the task suggests active participation of participants in
our study. Left and right temporoparietal junctions are in-
volved in making trustworthy decisions [53]. The activation
of these areas shows that the users were actively involved in
making important decisions on the trustworthiness of these
websites. In ROI analysis, we saw decreased activation in
orbitofrontal area during real websites suggesting the trust
participants had in the real websites [53]. Increased activa-
tion in right dorsolateral prefrontal cortex implicates the use
of working memory in decision making process [9]. Superior
temporal gyrus is found to be activated during visual search
and switching of choices by users [40, 23]. Middle temporal
gyrus is associated with language processing and semantic
memory [39]. The higher activation in these areas for fake
websites suggests the level of suspicion users may have had
while deciding upon the trustworthiness of the websites [13,
10].

5.3 Website Familiarity
We grouped the familiar and unfamiliar “real” websites,

and analyzed the neural activity corresponding to them. We
wanted to understand the changes in neural metrics (oxy-Hb
and deoxy-Hb) when users were viewing websites familiar
and unfamiliar to them.

Hemisphere Analysis: We tested for the difference in oxy-
Hb and deoxy-Hb between familiar and unfamiliar trials at
left TPJ, right TPJ and frontal cortex using WSRT. We ob-
served that at Right TPJ, mean oxy-Hb (p=.028) with a
medium effect size (r=.31 )and deoxy-Hb (p=.031) with a
medium effect size (r=.33 ) for familiar trials were statisti-
cally significantly higher as compared to unfamiliar trials.

Region of Interest Analysis: We used WSRT to con-
trast oxy-Hb and deoxy-Hb among familiar and unfamiliar
trials at 14 different ROIs. At right dorsolateral prefrontal
cortex, we noticed statistically significantly higher oxy-Hb
for familiar trials than unfamiliar trials, upon using WSRT
(Table 4, row 1). On contrasting deoxy-Hb in familiar trials
vs. unfamiliar trials, at right superior temporal gyrus, we
saw a statistically significant difference (Table 4, row 2). At
middle temporal gyrus, on contrasting deoxy-Hb between
familiar and unfamiliar trials, we noticed statistically signif-
icantly higher deoxy-Hb for familiar trials as compared to
unfamiliar trials (Table 4, row 3).

Interpretation: Dorsolateral prefrontal cortex [15] is found
to be associated with working memory and executive func-
tions. The activation in dorsolateral prefrontal cortex dur-
ing the task might be related to the decision making aspect
of the task. The activation of superior temporal gyrus is
related to visual attention [45, 23]. The left and right tem-
poroparietal junction and middle temporal gyrus are found
to be activated for familiar faces in previous neuroscience
studies [49, 51, 33].Temporoparietal junction activations are
also related to long-term memory retrieval [33]. Familiar
websites being in long-term memory might have activated
these areas in users. These results clearly indicate strong
differences in the way people process familiar websites com-
pared to unfamiliar websites.

6. DISCUSSION AND FUTURE WORK
In this section, we summarize and further discuss the main

findings from our study. We also outline the strengths and
limitations of our study.

6.1 Neural Underpinnings
The users showed increased brain activity in many ar-

eas of the brain associated with evaluating trustworthiness,
decision-making, working-memory and visual search while
deciding about the legitimacy or trustworthiness of websites
presented to them. Our neural analysis shows extra activa-
tion in frontopolar area for fake websites, which is implicated
in working memory and cognitive workload, suggesting that
participants experienced higher cognitive load when trying
to assess the validity of the fake websites when compared
to the real sites. Our neuroimaging results also depict de-
creased activation in orbitofrontal area during real websites,
suggesting the level of trust participants possessed in the
real websites. Overall, there were concrete differences in the
activation of key brain areas when participants were viewing
real and fake websites, indicating that users are processing
real and fake websites differently. Our work is well-aligned
with a prior fMRI-based study [37], but highlights the ex-
istence of real vs. fake neural signatures using a different
neuroimaging technique (fNIRS) which facilitated testing in
a much more realistic scenario.

Another important aspect of our study was comparison
of brain signals for familiar and unfamiliar websites. Our
analysis in this regard demonstrated that familiar websites
triggered significantly higher activity in regions primarily
shown to be activated when users retrieve words or pictures
from long-term memory. Observing this level of activity
difference in familiar vs. unfamiliar websites is interesting,
which sheds light as to how users’ memory may be playing
an important role in the context of web browsing.
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6.2 Potential Defense Mechanisms
The current automated phishing detection schemes like

blacklists are ineffective to protect users in real-time, since
47% - 83% of phishing websites appear on blacklists about
twelve hours after the initial test [47], while the median life-
time of phishing websites is just few hours [6]. In this light,
there is a need for a new design to detect and prevent phish-
ing attacks. We explored the potential automated detection
of phishing websites based on these characteristic differences
in neural activities when viewing real and fake websites.

For each of the 46 channels, we processed the raw data (as
described in Section 4) and converted to oxy-Hb and deoxy-
Hb levels. We then normalized the oxy-Hb and deoxy-Hb
data in each channel using z-score. Next, for each channel
we computed several features, including standard deviation,
slope, average, max, and min. We computed these features
separately for the first and second half of the time series
data corresponding to each 10-second long task of viewing
a website trial, which occurred for 30 real websites and 30
fake websites (15 easy fake and 15 difficult fake websites).
We also separated the data into 5 equal segments of data,
and we took the average value of each of these segments for
the oxy-Hb and deoxy-Hb datastreams.

Considering that the phishing attacks are generally per-
sonalized and are mostly launched on websites familiar to
users, we built classification models only for websites famil-
iar to participants. We then used 10-fold cross validation for
estimation of the classification models built on eight different
machine learning algorithms, namely, K Nearest Neighbor
(with different number of nearest neighbors in classification -
KNN-0, KNN-3, KNN-5, KNN-10), Support Vector Machine
(SVM), SVM with Polynomial SVM Kernel, Naive Bayes
(NB), and decision tree, following the methodology similar
to prior research [25]. Previous studies have reported that
fNIRS neural signals are unique for each user [44]. Taking
this into account, we built a unique classifier model for each
user. We tested these models with all sets of features (size
n) and three different subsets (size n/3, n/10, and n/100)
of selected features based on information gain [16].

We tested our models using two metrics: Accuracy and
Area under the Curve (AUC). Accuracy represents the ratio
of the total number of correctly identified instances to the
total number of instances present in the classification model.
Area under the curve (AUC) is the probability of correctly
identifying which of the two stimuli is “real” and which is
“fake” [26]. AUC is measured on the scale of 0-1 and higher
value of AUC represents higher true positive rate and lower
false positive rate [21]. A random classifier has an accuracy
of 0.5 and an area under the curve of 0.5, while a perfect
classifier (with no classification errors) has an accuracy of
1 and an area under the curve of 1. Our models achieved
an average accuracy of 76% (AUC of 73%) for real and fake
website classification. These results are significantly better
than a random guessing model.

These results demonstrate that fNIRS-based neural data
can be used in the development of an automated phishing de-
tection tool, and provide foundation for building new mech-
anisms based on neural cues. This approach does not nec-
essarily compete with other approaches, but can rather be
seamlessly used in conjunction with other approaches and
may serve to add another layer of security against phish-
ing attacks. We believe that these are avenues for exciting
future research.

6.3 Potential Attack Mechanisms
Several gaming and entertainment applications based on

brain control are currently commercially available. These
applications have unrestricted access to brain signals mea-
sured by such brainwave devices (applicable to BCI, EEG
or fNIRs). Such an application may be malicious in nature,
and the attackers may perform privacy attacks against the
users based on their neural data.

Our study shows that there are differences in neural ac-
tivities when people are viewing familiar websites and un-
familiar websites. Using such neural data, we studied the
feasibility of building a classification model which can detect
websites familiar to users versus those that are unfamiliar to
them following the technique implemented in the potential
defense mechanisms (previous subsection). Our classifica-
tion model with the fNIRS data reveals familiarity vs. unfa-
miliarity of users to given websites with average accuracy of
73% (AUC is 77%). These results are promising. Related to
this study, Martinovic et al. [34] used P300 to reveal 20-43%
of personal information for example, bank cards, ATMs by
showing them the images of different banks, ATMs, credit
cards etc.

Such an offensive approach may enable attackers to launch
targeted phishing attacks against users, and extract other
private information from users’ neural activity, for example,
familiar faces or voices, familiar places, familiar cuisines, etc.
Future work is necessary to study the efficacy of these at-
tacks in practice and to come up with mitigation strategies.

6.4 Strengths and Limitations
We believe that our study has several strengths. We col-

lected data in near realistic environment, where participants
interacted with a popular browser and actual websites. This
is in contrast to prior fMRI studies [37, 8], which only worked
with static snapshots of websites. Our study design was
closely focused at the web browsing scenario and was explic-
itly tailored for website legitimacy and familiarity detection.
This allowed us to subject the participants to multiple tri-
als without causing fatigue-related biases. In contrast, prior
studies [37, 36] involved multiple security tasks (phishing
and warnings) in a single session.

In line with any study involving human subjects, our study
has certain limitations too. Our sample may not be repre-
sentative of a wider population, although it is representative
of active computer users and phishing-prone populations.
The study was conducted in a lab-based environment. Al-
though we tried to imitate the real-world scenario of web-
browsing and computer usage in our study, the participants’
performance might have been affected just due to the fact
that their neural activity were being monitored. The fNIRS
probe cap we used was light-weight, designed for flexibility
and comfort to perform tasks seamlessly. Still, it may have
caused some discomfort to some of the participants, which
may have had an impact on the data collected. In our study,
we presented sixty different websites to each participant in
a span of around thirty minutes, which may not match the
quantity of websites people usually browse in real-life within
this time-frame. This represents a limitation of every neu-
rophysiological study, as it needs repeated trials to establish
a high signal-to-noise ratio. Future studies might be needed
to investigate a more realistic task.
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7. CONCLUDING REMARKS
In this paper, we presented an fNIRS study which in-

vestigated neural mechanics underlying website legitimacy
and website familiarity detection. We found significant dif-
ferences in neural activity in many key brain regions when
users were processing real and fake websites. We also found
differences in neural processes when users were subjected to
familiar and unfamiliar websites. We discussed how the in-
sights drawn from our study offers a potential for building
a new line of defensive and offensive mechanisms based on
neural mechanisms.
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