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ABSTRACT
Labeled graphs provide a natural way of representing entities, relationships and structures within real datasets such as knowledge graphs and protein interactions. Applications such as question answering, semantic search, and motif discovery entail efficient approaches for subgraph matching involving both label and structural similarities. Given the NP-completeness of subgraph isomorphism and the presence of noise, approximate graph matching techniques are required to handle queries in a robust and real-time manner. This paper presents a novel technique to characterize the subgraph similarity based on statistical significance captured by chi-square statistic. The statistical significance model takes into account the background structure and label distribution in the neighborhood of vertices to obtain the best matching subgraph and, therefore, robustly handles partial label and structural mismatches. Based on the model, we propose two algorithms, VELESET and NAGA, that, given a query graph, return the top-k most similar subgraphs from a (large) database graph. While VELESET is more accurate and robust to noise, NAGA is faster and more applicable for scenarios with low label noise. Experiments on large real-life graph datasets depict significant improvements in terms of accuracy and running time in comparison to the state-of-the-art methods.
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1. INTRODUCTION
With the proliferation of social networks, bioinformatics, chemoinformatics, road networks, etc., the problem of efficient graph querying and mining poses a challenging area of research [1]. The underlying data is generally represented as a labeled graph where nodes represent entities and edges capture the relationships and interactions among the entities while the labels on the nodes define the characteristics of the entities. Given a set of graphs, the aim of
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Figure 1: Approx. subgraph matching for question answering.

query graph matching is to retrieve graphs similar to the query [24]. For example, in chemoinformatics or bioinformatics, an important task is to search for compounds or protein structures similar to a query [40] for motif discovery [12]. Traditional approaches for such queries involve graph isomorphism where an exact match is required in the context of both graph structure and labels. The problem of graph isomorphism has recently been shown to be quasipolynomial [3], while subgraph isomorphism is NP-complete [10]. Consequently, approximate subgraph matching has been explored [24, 27]. With the availability of extremely large graphs in the form of social networks, road networks, etc., the field of graph querying has extended to the scenario where the aim is to find similar subgraphs from a large database graph [24, 27]. The match can be approximate, allowing for insertions and deletions of structural elements such as nodes and edges as well as label mismatches.

1.1 Applications of Approximate Matching
The problem of approximate subgraph matching caters to myriad applications across various domains including knowledge graph based search for question answering, bioinformatics for genome and protein interaction detection, and social network analysis. For example, consider Fig. 1 to depict the snapshot of a knowledge graph (KG) containing attributes and relationships about the famous actor Arnold Schwarzenegger. Facts about named-entities (e.g., person, organization, etc.) extracted from Wikipedia infoboxes or other Web sources are typically represented as labeled graphical structures, with labeled vertices denoting the entities and the edges denoting relationships between the entities. Such KGs form the backbone repository for question answering systems such as IBM Watson or Google semantic search enabling efficient and precise
computation of natural language queries or entity-based search. An example is “Which American journalist is the spouse of the famous American actor Arnold Schwarzenegger?”

Downstream processing of such queries entails the extraction of subgraphs (representing the input query) having similar structures and labels from the underlying knowledge graph [6, 20]. As such, “similar” subgraphs demonstrating exact matches or with slight variations in labels (misspellings or different surface forms involving acronyms, aliases, etc.) and/or edges (absence of information) with that of the query provide probable candidate answers for further investigation to generate the desired result (as seen in Fig. 1).

In bioinformatics, approximate graph matching plays a vital role in detecting regions in genome that undergo abnormal mutations and interaction of proteins and chemicals therein [37, 47]. However, use of exhaustive techniques utilizing elaborate subgraph isomorphism tests does not scale to large graphs. Thus, modern applications resort to heuristics to retrieve subgraphs that are “similar” to the query graph but may not match exactly. Since it is computationally infeasible to either generate or store all such subgraphs, subgraph querying techniques depend on paradigms that generate subgraphs on-the-fly and quickly filter them based on various pruning conditions. Although “similar” subgraph generation based on various measures have been proposed [24, 27, 38, 41], limited work exists for efficient extraction of matching subgraphs in terms of both running time and accuracy considering both structural and label similarity. We propose robust subgraph matching based on statistical significance, previously shown to be successful for mining connected subgraphs [2], and sequence mining [14, 35].

1.2 Motivation for Statistical Significance

The degree of structural similarity between a query graph and regions in the graph database provides a paramount criteria for approximate subgraph matching. As such, various works have captured these characteristics using a variety of features, including number of vertices (with a certain label), number of edges, degree distribution, centrality, diameter, and neighborhood [24, 27].

Nevertheless, the one critical information that has not been captured is the relationship of the labels in the query graph with the underlying background distribution of the labels of the larger graph that is being searched. Assuming a uniform distribution of graph labels (from a countable set), the probability of near exact label matches in contiguous regions (i.e., neighborhood) of the database for the entire query is quite low. Hence, such regions tend to exhibit high statistical significance, and can be detected using such.

Using an analogy from the domain of string matching, suppose the query string \( q = abac \) is to be searched within a large string \( s = cababcabac \) composed from the alphabet set \( \Sigma = \{a, b, c\} \). Note that, 3-gram level matching of triplets from \( q \) over \( s \) matches at positions 2-4, 3-5 and 6-8. Assuming a probability distribution on \( \Sigma \) where \( a \) is less frequent than \( b \) and \( c \), the statistical significance of matching at position 2 is greater than that at 3 and 6, as the chance of two \( a \)'s occurring is less likely. Another interesting feature of this approach is its robustness to noise or near-exact matches. For example, a query \( q' = cabc \) in \( s \) would also return \( cabc \) as the best matching region with high statistical significance. This strategy was successfully used in [13] for approximate substring matching.

The above intuition of using statistical significance can be captured formally by the notion of p-value [34]. The p-value of an observed event is the probability of occurrence of events at least as extreme as this one. For example, in a coin toss experiment, the p-value of observing 8 heads in a series of 10 tosses is the probability of obtaining \( 8, 9 \) or 10 heads. Since extreme events are rare, the lesser the p-value, the more statistically significant is the event.

Adopting the notion for graph structures, each vertex in the graph database is represented by a label set composed of the labels of its neighboring vertices. Similarly, the vertices of the query graph are also represented as label sets. The vertices with higher degrees of match depict higher statistical significance, thereby serving as better candidates for subgraph matching. Such a strategy is not only computationally fast but also inherently robust in capturing the approximation criteria for both label and structural similarities.

As an example, in Fig. 2, the vertex \( v_2 \in G \) is represented by the label set \( \{A, B, EA\} \) (pertaining to its neighbors), while \( q_2 \in Q \) and \( q_3 \in Q \) are represented as \( \{A, A, B\} \) and \( \{A, B\} \) respectively. Considering only structural similarity, \( v_2 \) can be matched with either \( q_2 \) or even \( q_3 \), since it has three adjacent nodes. Using labels, \( v_2 \) can be matched with \( q_2 \) or \( q_3 \). Only using both the criteria, and taking into consideration the background distribution of labels, can it be found out the best match of \( v_2 \) is with \( q_2 \) (depicting higher statistical significance). In other words, \( q_2 \) provides a higher degree of match (based on label and structure) and would, thus, depict a higher statistical significance. This forms the basis of our proposed algorithms for approximate labeled graph querying.

Since computing the p-value is practically inefficient due to the exponential number of possibilities, the Pearson’s chi-square statistic [34] has been shown to provide a good estimate [33]. The chi-square statistic, \( \chi^2 \), computes the (normalized squared) difference between the expected and observed occurrences of outcome values:

\[
\chi^2 = \sum_{i=1}^{n} \left[ \frac{(O_i - E_i)^2}{E_i} \right]
\]

where \( O_i \) and \( E_i \) are the observed and expected number of occurrences, respectively, of the possible outcomes \( i \) of an experiment. If \( p_i \) represents the probability of occurrence of event \( i \), the expected counts are \( E_i = \text{len} \times p_i \) for \( \text{len} \) number of observations.

The \( \chi^2 \) statistic follows the chi-square distribution [34] with degrees of freedom one less than the number of possible outcomes. Higher the \( \chi^2 \) statistics, lower is the p-value and, thus, higher is the statistical significance. Hence, retrieving a more “similar” subgraph, i.e., one with more statistical significance, translates to finding a subgraph with a larger \( \chi^2 \) value.

1.3 Problem Statement

We propose to solve the approximate subgraph matching problem utilizing the statistical significance of matches (based on chi-square measure) as the similarity measure based on both structural and label similarity. Formally,

\[
\text{PROBLEM 1. Given a labeled undirected graph } G \text{ and a query graph } Q \text{ where the vertices of } G \text{ and } Q \text{ are labeled, retrieve from } G \text{ the top-}k \text{ statistically significant subgraphs similar to } Q.
\]

In this paper, we only consider the cases of vertices being labeled (with a single label) and that the labels are drawn from a count-
able set. The scenarios of edge labels (handled via construction of auxiliary vertices) and missing labels, are discussed in Sec. 4.6.

**Contributions:** In a nutshell, our major contributions are:

- We propose the formulation of approximate “similar” subgraph querying problem in terms of statistical significance, and use the chi-square statistics to jointly incorporate graph label and structural similarities. To the best of our knowledge, there exists no prior literature that works along these lines.
- We present two algorithms to efficiently and effectively solve the above subgraph matching problem. The first algorithm, VELSET, is more generic and robust to noisy edges and/or noisy labels.
- We also present an efficient algorithm, NAGA, that uses an aggressive pruning strategy based on labels.
- We perform extensive experiments on real-life graph datasets to depict improved running time performance and accuracy compared to the state-of-the-art approaches.

2. RELATED WORK

**Graph Matching:** Graph querying is a well researched problem catering to various application domains. While the graph isomorphism problem is quasi-polynomial [3], exact subgraph isomorphism is NP-complete [10]. Some earlier works targeting this problem involve tree-pruning [46], Swift-Index [36] and VF2 [11]. Biological networks are handled in PathBlust [23], SAGA [41], NetAlign [31] and IsoRank [38]. They are mostly suited for smaller networks, though. An ordered-search algorithm for determining error-correcting isomorphism was proposed in [45]. An algorithm based on random walk to find the best matching in a large graph was proposed in [43, 44]. GraphGrep [18] uses hash-based fingerprinting for subsequent filtering. A variant of the graph isomorphism problem, with vertices characterized by their labels as the only attribute and edges denoting the connectivity in a data graph for a predefined number of hops, was shown to be polynomial-time bounded in [16], with a cost-effective incremental version presented in [15].

Another similar domain of work involves frequent subgraph finding and pattern mining over a set of graphs or a single large graph. The frequent subgraph discovery algorithm [28] uses sparse graph representation. gSpan [49] uses a canonical labeling system, supporting depth-first search, to find frequently occurring subgraphs. Similar works include GREW [29], mining proximity pattern [25] and frequent patterns in large sparse graphs [30].

In [2], the chi-square measure was used to mine subgraphs that are statistically significantly different from the background distribution of labels in a vertex-labeled graph.

For large data with noise, the approximate subgraph matching problem was formulated to tolerate a small amount of mismatch. An efficient index-based approximate subgraph matching tool, TALE [42], maintains the topology of the query using a best-effort pattern matching, and uses a maximum weighted bipartite graph matching algorithm. Zhang et al. [53] proposed another indexing approach based on graph distance. A set-cover-based inexact subgraph matching technique, SIGMA [32], and a regular expression based approach for graph pattern matching [4], were also studied. SAPPER [54], based on edge edit distance, was shown to be efficient and scalable for large noisy graph databases. APGM [21] proposes a method to mine useful patterns from noisy graph databases. C-Tree [56] proposed a technique for a generalized representation of graphs usable for both subgraph querying and subgraph similarity computation. A semantic-based search algorithm, GString [22], introduced a sequencing method to capture the semantics of the underlying graph data. Some other relevant subgraph matching works include gndex [50], FG-Index [8], iGraph [19], Grafil [51], GCoding [55], GPTree [52], cIndex [7], and iGQ [48].

NeMa [24] and SIM-T [27] are two recently proposed works tackling both structural and label noises for the approximate graph matching problem. NeMa involves a fast neighborhood-based subgraph matching algorithm with efficient indexing. It uses a cost-based metric based node selection mechanism which helps in covering both structural and label noise. SIM-T performs tabu search on an initialized known subset of optimal solution, and shows high accuracy when initialized with a potentially good solution.

Two extensive surveys on graph matching are in [9, 17].

**Statistical Significance:** Statistical models and measures involve establishing a relation between the empirical or observed results of an experiment with factors affecting the system or to pure chance. An observation is deemed to be statistically significant if its presence cannot be attributed to randomness alone. The experimental setup for computing the p-value of an observed event is described using a null hypothesis. However, the computation can be practically infeasible as it can entail the generation of all possible outcomes. To alleviate this problem, various branch-and-bound methods have been studied [5]. The literature hosts a number of statistical models to approximate the p-value, such as chi-square, z-score, log-likelihood ratio (G2), and Hotelling’s T2 measure [34].

The chi-square distribution (χ²) is widely used to compute the goodness-of-fit of a set of observations to the theoretical model describing the null hypothesis. In most situations, the chi-square distribution provides a good approximation of the p-value [33]. Hence, in this paper, we measure the statistical significance using the Pearson’s χ² measure based on the chi-square distribution.

3. THE VELSET ALGORITHM

Both our proposed approaches, VELSET (Sec. 3) and NAGA (Sec. 4), follow a common framework as briefly described next (Fig. 3). The details of the individual algorithms are described later.

3.1 Algorithmic Framework

In the offline phase when only the complete graph G (knowledge repository) is available, inverted lists for vertex labels, vertex neighbor-label lists, and other similar information synopses (as shown in Fig. 2) are created. When the query graph Q is made available at runtime, similar lists are also created for Q. Note that since Q is small, creation of these lists is computationally light-weight. The lists for the database graph computed offline remain the same irrespective of Q and, hence, do not affect the query time.

Using the sets of lists for G and Q, the candidate vertex pairs are then located in G. These candidates serve as “seeds” and the regions around them are subsequently grown or expanded to generate the matches. For each candidate pair obtained, the chi-square value is computed. Higher the chi-square, higher is the chance that these candidate pairs are good matches. Thus, after insertion of the candidate pairs in a max-heap (called the primary heap), the best pair is extracted for exploration.

The neighborhood of the extracted pair is then explored and, vertex pairs generated from the neighborhood are then stored in another max-heap (called the secondary heap) along with their corresponding chi-square values. The best ones are again extracted from this heap and their neighborhoods are re-explored to grow the possible matching regions. This continues till the entire query graph is processed. Iterating this k times generates the top-k matches.

It is evident from the above discussion that the mode of searching to find the best matching region follows the greedy paradigm by using the chi-square values. Thus, it is not guaranteed to return the optimal match. However, as the experiments show (Sec. 5), the quality of the proposed heuristics are high. We next describe in details the individual algorithmic phases of VELSET.
Algorithm 1 VELSET

Input: Database graph G, Query graph Q. Number of matches k
Output: Top-k subgraphs of G similar to Q

1: Compute $IL_G$ and $LNL_Q$ of input graph $G$  \hspace{1cm} \triangleright \hspace{1cm} \text{Offline}
2: Compute $IL_Q$ and $LNL_Q$ of query graph $Q$
3: $VP \leftarrow \{\langle u, v \rangle \mid u \in G \land v \in Q \land l_{G}^{u} \simeq l_{Q}^{v}\}$
4: Primary max-heap $PH \leftarrow \Phi$
5: for all $(u, v) \in VP$ do
6: \hspace{1cm} $T_u, T_v \leftarrow \text{triplets centered at } u, v \text{ respectively}$
7: \hspace{1cm} Initialize $O_u$ to empty string of length $len_u = \binom{deg(v)}{2}$
8: \hspace{1cm} for all triplet $t_v \in T_v$ do
9: \hspace{2cm} $w_u \leftarrow \text{largest overlapping match of } t_v$
10: \hspace{2cm} $\text{Symbol } s \leftarrow \text{match of } w_u \text{ with } t_v, \quad \triangleright \hspace{1cm} s \in s_2, s_1 \text{ or } s_0$
11: \hspace{2cm} Append $O_u$ with $s$
12: end for
13: $E_u \leftarrow len_u \times [Pr(s_0), Pr(s_1), Pr(s_2)] \triangleright \text{Eqns. (6), (7), (8)}$
14: $\text{Compute } \chi_{(u,v)}^{2} \text{ using expected } E_u \text{ and observed } O_u \triangleright \text{Eq. (1)}$
15: $\text{Insert } \langle u, v, \chi_{(u,v)}^{2}, JS(l_t, l_u) \rangle \text{ into PH}$
16: end for
17: for $i = 1 \text{ to } k$ do
18: \hspace{1cm} repeat
19: \hspace{2cm} $(u, v) \leftarrow \text{Extract}(PH)$
20: \hspace{2cm} until neither $u$ nor $v$ are marked “done”
21: $\text{Match} (i) \leftarrow \langle u, v \rangle$
22: \hspace{1cm} Mark $u$ and $v$ as “done”
23: Secondary max-heap $SH \leftarrow \Phi$
24: $U', V' \leftarrow \text{adjacent nodes of } u, v \text{ respectively}$
25: $\text{Insert } \{\langle u', v' \rangle \in V' \times \chi_{(u',v')}^{2}, JS(l_t, l_u), l_{v'} \simeq l_{v'}^{2}\}$
26: into $SH$
27: while $\text{Match}(i) \neq \{Q\}$ and $SH \neq \Phi$ do
28: \hspace{1cm} $\text{Expand Match}(i)$ by “best” unmarked vertex pair $\langle u', v' \rangle$
29: \hspace{1cm} from $SH$
30: \hspace{1cm} $\text{Insert unmarked vertex pairs from neighborhood of } u', v' \text{ into secondary heap } SH$
31: end while
32: return $\text{Top-k matches } \text{Match}(1), \ldots, \text{Match}(k)$

3.2 Creation of Different Lists

We initially propose the Vertex Label Similarity on Edge Triplets or VELSET algorithm (pseudocode shown in Algorithm 1). The first step involves the construction of different indexing lists summarizing the labels of the vertices and their neighbors. We create inverted lists mapping the vertex labels to the corresponding vertices, and are denoted as $IL_G$ and $IL_Q$ for graphs $G$ and $Q$ respectively. The second index, the label neighbor list (denoted by $LNL$) stores the label information of the neighbors for each vertex. Thus, the set of labels in the neighbors of $u \in G$ is denoted by $LNL_u$, and the neighbors of $v \in Q$ of G by $LNL_Q$, etc. As a running example throughout the paper, consider the input graph $G$ and query $Q$ shown in Fig. 2 with the corresponding inverted lists and label neighbor lists.

3.3 Vertex Pair Construction

For each label in Q, VELSET next identifies similar labels in $G$. The notion of similarity between two labels, either identical or fuzzy matching above a threshold, can be appropriately defined by the application. If a label $l_{Q}^{u}$ in $Q$ is similar to $l_{Q}^{v}$ in $G$, it is denoted as $l_{Q}^{u} \simeq l_{Q}^{v}$; otherwise, they are not similar: $l_{Q}^{u} \nleq l_{Q}^{v}$.

Adopting the approach of [24], we use the Jaccard similarity above a threshold to identify similar labels. The Jaccard similarity between two strings $s$ and $t$ composed of characters from the same alphabet set is defined as the number of common characters in $s$ and $t$, over the total number of characters in the two strings: $J(S(s, t) = |s \cap t| / |s \cup t|)$. Hence, in Fig. 2, considering a similarity threshold of $\tau = 0.5$, the label $EA$ is similar to the label $A$.

For each vertex $v$ in $Q$ with label $l_{Q}^{v}$, all the vertex $u$ in $G$ having labels $l_{G}^{u}$ where $l_{Q}^{u} \simeq l_{Q}^{v}$, are identified. The vertex pairs $(u, v)$ then form the candidate vertex pairs, denoted by $VP$. Formally,

$$VP = \{(u, v) \mid u \in G \land v \in Q \land l_{G}^{u} \simeq l_{Q}^{v}\}$$

$VP$ can be constructed by performing a join operation on the inverted lists. The vertex pairs obtained for the example in Fig. 2 are $VP = \{(v_1, q_1), (v_1, q_4), \ldots, (v_5, q_5), \ldots, (v_4, q_4)\}$.

3.4 Statistical Significance Computation

VELSET next chooses the most statistically significant vertex pair from $VP$ using the following procedure. The chi-square statistic, $\chi_{(u,v)}^{2}$ for each candidate vertex pair $(u, v) \in VP$, is computed on the basis of “label triplets” using the following steps.

1) Triplet Generation: A triplet of vertices centered at $u \in G$ is the 3-tuple $(x, y, u)$ where vertices $x$ and $y$ are adjacent to $u$. The corresponding label triplet $(l_{Q}^{x}, l_{Q}^{y}, l_{Q}^{u})$ of $u$ is then constructed from the respective vertex labels of $x, y, u$. The ordering of neighboring labels within a triplet does not matter in subsequent computations, i.e., $(l_{Q}^{x}, l_{Q}^{y}, l_{Q}^{u}) \equiv (l_{Q}^{y}, l_{Q}^{x}, l_{Q}^{u})$. For the example in Fig. 2, vertex $v_3$ with label $B$ have neighbors $v_1, v_2$ and $v_6$ with labels $A, C$ and $D$ respectively. Hence, the possible label triplets centered at $v_3$ are $(A, B, C), (C, B, D)$, and $(D, B, A)$. Similarly, the only label triplet generated with $v_9$ at the center is $(B, C, A)$.

While algorithms can be developed to capture two-hop or more detailed neighborhoods, there are two main reasons for not doing so. First, the neighborhood information becomes progressively less precise with more hops. Second, the resulting statistical significance model becomes unnecessarily complex.

2) Degree of Label Overlap: For a vertex pair $(u, v)$, the triplets of $v \in Q$ are then matched with those of $u \in G$. A one-to-one matching is considered and the number of triplet matches is the number of triplets of $u \in G$ corresponding to $v \in Q$.

The similarity between two label triplets is characterized by the degree of overlap of the labels. Consider the labels $(l_{Q}^{x}, l_{Q}^{y}, l_{Q}^{u})$ and $(l_{Q}^{x'}, l_{Q}^{y'}, l_{Q}^{u'})$ for $(u, v) \in VP$ (i.e., $l_{Q}^{u} \simeq l_{Q}^{u'}$) centered at $u \in G$ and $v \in Q$ respectively. Based on label similarity, the degree of overlap is classified into 3 classes (with symbols $s_2, s_1$, and $s_0$) as:

- $s_2$: Both the neighboring vertex labels of $u$ and $v$ are similar.

  $$s_2 : (l_{G}^{u} \simeq l_{Q}^{u} \land l_{G}^{v} \simeq l_{Q}^{v})$$

- $s_1$: Only one adjacent vertex label is similar.

  $$s_1 : (l_{G}^{u} \simeq l_{Q}^{u} \land l_{G}^{v} \nleq l_{Q}^{v}) \lor (l_{G}^{u} \nleq l_{Q}^{u} \land l_{G}^{v} \simeq l_{Q}^{v})$$

- $s_0$: None of the neighboring vertex labels are similar.

  $$s_0 : (l_{G}^{u} \nleq l_{Q}^{u} \land l_{G}^{v} \nleq l_{Q}^{v})$$
A triplet match gets the highest symbol it can achieve as maximum amount of matching is preferred for best candidate extraction; hence, \( s_2 \succ s_1 \succ s_0 \). The matched vertex in \( G \) is then represented by a sequence of symbols, \( O \), corresponding to the triplet match with the query vertex. The fact that two triplets are matched establishes the structural similarity between the regions centered at \( u \) and \( v \) while the degree of overlap establishes the label similarity.

Consider the vertex pair \((v_3, q_3)\) in the example. The label triplet \((A, B, C)\) of \( q_3 \) matches exactly with \((A, B, C)\) generated from \((v_1, v_2, v_2)\) and, therefore, corresponds to symbol \( s_2 \). The next query label triplet \((C, B, D)\) is best matched with \((C, B, D)\), thereby providing symbol \( s_1 \). Similarly, the best match of \((C, B, A)\) of \( q_3 \) is with \((D, B, A)\), yielding another \( s_1 \) symbol. Thus, \( v_3 \) is represented by the sequence \( s_2, s_1, s_1 \) when matched with \( q_3 \).

Note that for a query with less than 3 vertices, pseudo-vertices with dummy labels matching any other label, are assumed.

**3 Expected Symbol Occurrence**

The computed symbol sequence \( O_u \) for a candidate vertex \( u \in G \) signifies its degree of subgraph matching with \( Q \). The statistical significance of the match is measured by computing the chi-square statistic of \( O_u \) having length \( l \). The expected probabilities of the symbols characterize their chance of occurring at random. For simplicity, we assume that there are \( L \) groups of equally likely labels, and labels in the same group are necessarily similar and are, therefore, matched.

Consider the event when the label of an adjacent vertex of \( u \) is not similar to the particular label \( t_2^d \) of the query triplet. The chance of this happening is \((1 - 1/L) \). Since there are \( d = \text{deg}(u) \) such adjacent vertices, the probability that none of the adjacent vertices is similar to \( t_2^d \) is \((1 - 1/L)^d \). Considering the two query labels \( t_3^d \) and \( t_3^d \) to be independent, the probability that the triplet match gets the symbol \( s_0 \) (i.e., there is no label match), therefore, is,

\[
Pr(s_0) = \left(1 - \frac{1}{L}\right)^d
\]

For the event of a matching label is complementary to all \( d \) adjacent vertices having dissimilar labels and is, therefore, \(1 - (1 - 1/L)^d \). As for \( s_1 \), one of the triplet labels do not match, the probability is,

\[
Pr(s_1) = 2 \cdot \left(1 - \frac{1}{L}\right)^d \cdot \left(1 - \frac{1}{L}\right)^d
\]

The factor 2 depicts that any one label of the triplet can be similar.

The symbol \( s_2 \) encodes the situation when both the labels of a triplet are similar, and its probability of occurrence is given by

\[
Pr(s_2) = \left(1 - \frac{1}{L}\right)^d
\]

Note that the symbols are exhaustive and they complete the event space: \( Pr(s_0) + Pr(s_1) + Pr(s_2) = 1 \).

Since the maximum number of possible triplets for \( v \in Q \) with degree \( \text{deg}(v) \) is \( \text{len}_v = \binom{\text{deg}(v)}{2} \), the vertex \( u \in G \) is represented by a sequence of \( \text{len}_u \) symbols. No triplet in \( G \) is matched to more than one query triplet. If the number of triplets centered at \( u \) is less than that centered at \( v \), the rest of the \( \text{deg}(v) - \text{deg}(u) \) triplets are assumed to match with null triplets with their symbols as \( s_0 \).

**4 Chi-Square Computation**

VELSET computes the expected number of symbol occurrences for vertex \( u \) by multiplying the above probabilities (Eqs. (6) to (8)) by \( \text{len}_u \). The observed number of each symbol is calculated from the actual match. The chi-square statistic, \( \chi^2_{(u,v)} \), for vertex pair \((u, v)\) is computed by Eq. (1).

For modeling both structural and label similarity for subgraph matching, the computed chi-square values of the candidate vertices are multiplied with the Jaccard similarities of their labels to the query vertex labels, and the 3-tuples, \((u, v, (\chi^2_{(u,v)} \cdot JS(s_u, l_v)))\), are inserted in a primary max-heap structure, \( PH \). While higher Jaccard similarity prefers better matching labels, higher chi-square prefers closer structural matches.

Returning to the example vertex pair \((v_3, q_3)\), the symbol sequence for \( v_3 \) is \( s_2, s_1, s_1 \), as explained earlier. Hence, the observed count is \( O[v_3] = [0, 2, 1] \). Using \( |V| = 4 \) and \( d = \text{deg}(q_3) = 3 \), the expected count vector for \( v_3 \), using Eqs. (6)–(8), is \( E[v_3] = 3 \times [0.178, 0.488, 0.334] \). Hence, \( \chi^2_{(v_3,q_3)} = 0.731 \) (using Eq. (1)).

### 3.5 Generating Approximate Match

After the primary heap \( PH \) is populated, the pair \((u, v)\) with the largest \( \chi^2 \) is extracted from \( PH \). It seeds the further subgraph search and is marked “done” to avoid duplicate and conflicting pairing. Any triplet containing either \( u \) or \( v \) as one of the vertices cannot be matched any further. This ensures that the same region is not explored more than once.

Next, a secondary max-heap \( SH \) is created to expand the match region neighborhood. Triplets centered at the adjacent vertices of \( u \) and \( v \) are created and inserted into \( SH \) along with their \( \chi^2 \) values. The best vertex pair according to its \( \chi^2 \) value from these adjacent vertex pairs is then extracted from \( SH \); the corresponding vertices are marked as “done”, and related triplets are deleted.

Assume that for the example, \((v_2, q_2)\) exhibits the maximum \( \chi^2 \) value. It is extracted from \( PH \) and vertices \( v_2 \) and \( q_2 \) are marked as “done”. The top-1 matching subgraph \( \text{match}(1) \) is initialized to \((v_2, q_2)\). Its neighbor sets \((v_1, v_3, v_3)\) and \((q_1, q_3, q_3)\) are examined. The similar vertex pairs \((v_1, q_1)\), \((v_1, q_1)\), \((v_1, q_1)\), \((v_2, q_2)\), \((v_2, q_2)\) along with their \( \chi^2 \) values are inserted into \( SH \) as 3-tuples. From \( SH \), the highest scoring pair \((v_1, q_1, \chi^2_{(v_1,q_1)})\) is extracted and \( \text{match}(1) \) is expanded to \((v_2, q_2)\).

The process is repeated till \( Q \) is exhausted, i.e., the size of the subgraph match becomes equal to the size of \( Q \), or \( SH \) becomes empty. The subgraph of \( G \) thus matched, is reported as the top-1 approximate matching subgraph to \( Q \).

To retrieve more approximate matches in case of a top-\( k \) query, the secondary heap is reset and the process starts again by picking up the currently best unmarked vertex pair from the primary heap \( PH \). The procedure is then repeated till \( k \) matches are obtained.

### 3.6 Analysis

The running time of VELSET mainly depends on the vertex pair construction and the heap operations. For input graph \( G \) containing \( n \) vertices and query graph \( Q \) comprising \( p \) vertices, the inverted index construction for \( Q \) requires \( O(p) \) time and \( O(n \log n) \) time for \( G \). Assuming that the label matching operation, i.e., computing Jaccard similarity, can be performed in \( O(1) \) time, the time to find similar labels is \( |IL^2| \times |IL^2| \). In the worst case, every label in \( IL^2 \) is similar to every label in \( IL^2 \) and, therefore, the total number of vertex pairs is \( n = O(n \log n) \). Since each vertex pair is inserted at most once into the primary and secondary heaps, the heap operations require \( O(n \log n) \) time. Since the process is repeated \( k \) times, the total time for VELSET is \( O(n \log n \cdot \log n) \).

The index construction time for VELSET for building the inverted list for \( G = O(n) \), and the space required is \( O(n) \). During running time, the extra space consumed by VELSET is \( O(p) \) for the inverted index of \( Q \) and \( O(\log) \) for the max-heaps.

### 4. THE NAGA ALGORITHM

The construction of vertex pairs in VELSET using label similarities is a double-edged sword: while it provides robustness in detecting approximate subgraphs (noisy scenarios) with high accuracy, it also makes the algorithm computationally expensive. To cater to real-time applications favoring faster running times with a less stringent criteria for accuracy, we propose Neighbor-Aware Greedy Algorithm or NAGA (pseudocode in Algorithm 2).
Algorithm 2 NAGA

Input: Database graph \( G \); Query graph \( Q \); Number of matches \( k \)
Output: Top-\( k \) subgraphs of \( G \) similar to \( Q \)

1: Compute \( IL^G \) and \( LNL^G \) of input graph \( G \) \( \triangleright \) Offline
2: Compute \( IL^Q \) and \( LNL^Q \) of query graph \( Q \)
3: \( VP \leftarrow \{ \langle u, v \rangle \mid u \in G \land v \in Q \land l^G_u = l^Q_v \} \)
4: Primary max-hop PH \( \leftarrow \Phi \)
5: for all \( \langle u, v \rangle \in VP \) do
6: \( S_{u,v} \leftarrow \) label strings of \( LNL_u \), \( LNL_v \) respectively
7: Initialize \( O_u \) to empty string of length \( len_u = |LNL_u| - 1 \)
8: for all window \( w_u \in S_{u,v} \) do
9: \( w_{uv} \leftarrow \) overlapping largest match of \( w_u \)
10: Symbol \( s \leftarrow \) match of \( w_{uv} \) with \( w_{uv} \) \( \triangleright s \) is \( s_2, s_1 \) or \( s_0 \)
11: Append \( O_u \) with \( s \)
12: end for
13: \( E_u \leftarrow \text{len}_u \times \{ Pr(s_0), Pr(s_1), Pr(s_2) \} \) \( \triangleright \) Eqs. (13) – (15)
14: Compute \( \chi^2_{u,v} \) using expected \( E_u \) and observed \( O_u \) \( \triangleright \) Eq. (1)
15: Insert \( \langle u, v, \chi^2_{u,v} \rangle \) into \( PH \)
16: end for
17: for \( i = 1 \) to \( k \) do
18: \( \triangleright \) repeat
19: \( \langle u, v \rangle \leftarrow \text{Extract}(PH) \)
20: until neither \( u \) nor \( v \) are marked “done”
21: \( \text{Match}(i) \leftarrow \langle u, v \rangle \)
22: Mark \( u \) and \( v \) as “done”
23: Secondary max-hop \( SH \leftarrow \Phi \)
24: \( U', V' \leftarrow \) adjacent nodes of \( u, v \) respectively
25: Insert \( \{ \langle u', v' \rangle \in U' \land v' \in V', \chi^2_{u',v'} \} \mid l^G_{u'} = l^Q_{v'} \} \) into \( SH \)
26: while \( |\text{Match}(i)| \neq |Q| \) and \( SH \neq \Phi \) do
27: Expand \( \text{Match}(i) \) by “best” unmarked vertex pair \( \langle u', v' \rangle \) from \( SH \)
28: Insert unmarked vertex pairs from neighborhood of \( u', v' \) into secondary heap \( SH \)
29: end while
30: end for
31: return Top-\( k \) matches \( \text{Match}(1), \ldots, \text{Match}(k) \)

The steps in NAGA broadly follow the same outline as VESET. It primarily differs in label similarity computation and the manner in which the neighborhood labels of a vertex are modeled.

4.1 Creation of Different Lists

The creation of inverted lists for input graph \( G \) and query graph \( Q \) is exactly the same as VESET (Sec. 3.2).

4.2 Vertex Pair Construction

The first difference of this approach is that, unlike VESET, NAGA considers only those vertex pairs that have the exact same label for the vertex pair construction:

\[
VP = \{ \langle u, v \rangle \mid u \in G \land v \in Q \land l^G_u = l^Q_v \} \tag{9}
\]

This reduces the cost of computing and storing \( VP \) considerably. The vertex pairs thus obtained for the example in Fig. 2 are \( VP = \{ \langle v_1, q_1 \rangle, \langle v_1, q_4 \rangle, \ldots \}; \) it does not include \( \langle v_4, q_1 \rangle \) and \( \langle v_4, q_4 \rangle \).

4.3 Statistical Significance Computation

The next step is to choose the most statistically significant vertex pair from \( VP \). NAGA takes a different approach from VESET by considering all the labels in the neighborhood of the candidate vertex together. The different steps involved are:

1. (1) Choosing Vertex Pairs: The vertex pair \( \langle u, v \rangle \) that provides the maximal label overlap between the vertex neighbor lists \( LNL^G_u \) and \( LNL^Q_v \) is inserted into the primary heap \( PH \) with its \( \chi^2 \) value. However, to consider the intersection, the lists are considered as sets. Thus, \( LNL_{q_2} = \{ A, A, B \} \) is modified into set \( LNL'_{q_2} = \{ A, B \} \). Since vertex labels rarely repeat in real graphs such as knowledge graphs, the reduction is rarely significant.

The query vertex \( q_2 \) in Fig. 2 is involved in two vertex pairs with \( v_2 \) and \( v_3 \). Since the intersection of \( LNL_{q_2} = \{ A, B, E, A \} \) is larger than that with \( LNL_{q_3} = \{ D, E, A \} \), \( q_2 \) is matched with \( v_2 \), and \( \langle v_2, q_2 \rangle \) is inserted into \( PH \). All other vertex pairs of the form \( \langle u', v' \rangle (u' \neq u) \) are removed from \( VP \) so that each \( v \in Q \) is matched only once. Hence, \( \langle v_5, q_2 \rangle \) is pruned.

2. (2) Matching: The \( \chi^2 \) value of each vertex pair in \( PH \) is computed by considering the entire label neighborhood as a string with the labels arranged alphabetically. The neighborhood string \( LNL_u \) of \( v \in Q \) is queried over the neighborhood label string \( LNL_u \) of \( u \in G \) using the procedure suggested in [13], as described next.

Both the strings \( LNL_u \) and \( LNL_v \) are first divided into sliding windows of size 2. Consider the window \( l^G_u l^Q_v \) from \( LNL_u \). Since it pertains to the vertex \( u \in G \), it is augmented with \( l^Q_v \). Thus, the 3-window label set considered is \( l^G_u l^Q_v l^Q_v \). Similarly, considering labels \( l^G_u l^Q_v l^Q_v \) from \( LNL_u \), the label window \( l^Q_v l^Q_v l^Q_v \) is obtained.

For each window in \( LNL_u \), the best matching window in \( LNL_v \) is found. Depending on label overlap, the match is characterized into 3 symbols \( s_2, s_1, \) and \( s_0 \) (note that \( l^Q_v = l^Q_v \) in NAGA):

- \( s_2 \): All the labels in the window match.
  \[
  s_2 : (l^G_u l^Q_v l^Q_v \land l^Q_v l^Q_v \land l^Q_v) \tag{10}
  \]
- \( s_1 \): Only one of the labels in the window matches.
  \[
  s_1 : (l^G_u l^Q_v l^Q_v \land l^Q_v \land l^Q_v) \lor (l^G_u l^Q_v l^Q_v \land l^Q_v l^Q_v) \land l^Q_v \tag{11}
  \]
- \( s_0 \): None of the labels match.
  \[
  s_0 : (l^G_u l^Q_v l^Q_v \land l^Q_v \land l^Q_v) \tag{12}
  \]

As in VESET, a window triplet match assumes the symbol with the largest matching, i.e., the preference order is \( s_2 > s_1 > s_0 \).

Consider the example vertex pair \( \langle v_2, q_2 \rangle \). The label neighbor lists obtained are respectively \( LNL_{v_2} = \{ A, B, E, A \} \) and \( LNL_{q_2} = \{ A, A, B \} \). The first window of \( v_2 \) is \( \{ A, B \} \), and is best matched with the query window \( \{ A, B \} \) of \( q_2 \), yielding the symbol \( s_2 \). Similarly, the next window \( \{ B, E, A \} \) of \( v_2 \) is best matched with \( \{ A, B \} \) of \( q_2 \) to produce \( s_1 \) (only one label matched). Similar to VESET, the obtained symbols are cast as a match sequence for the vertex \( u \). Thus, the observed symbol vector for \( \langle v_2, q_2 \rangle \) is \( \{ s_2, s_1 \} \).

Note that the same query window is used to match with both the input windows. This apparent anomaly is resolved later when the neighborhood is expanded and matched.

If query \( Q \) has less than 3 vertices, as in VESET, we assign pseudo-vertices with dummy labels that match any other label.

4.4 Chi-Square Statistic Computation

The above computed symbol probabilities are multiplied by \( len_v \) to obtain the expected oc-
currence counts of the symbols. The overlap between the label lists $\text{LNL}_u$ and $\text{LNL}_v$ provides the actual observed occurrences for the symbols. Using these, the $\chi^2$ value is computed (from Eq. (1)). The 3-tuple $(u, v, \chi^2_{uv})$ is pushed into the primary heap, $\mathcal{PH}$, as a candidate. This procedure is performed for all the vertex pairs.

Returning to our example, the observed symbol count for $(v_2, q_2)$ is $O[v_2] = [0, 1, 1]$ corresponding to $s_0, s_1, s_2$ respectively. Using Eq. (13) to (15), the expected symbol counts ($W = 2$, $\Sigma = 5$) are $E[v_2] = 2 \times [0.4906, 0.4608, 0.1296]$. The chi-square statistical significance, therefore, is $\chi^2_{v_2, q_2} = 2.9424$.

4.4 Generating Approximate Match

The approximate subgraph generation process for NAGA is similar to VELSET, albeit with one significant difference; it greedily considers only the adjacent vertices present in the neighborhood of both $Q$ and $Q$ (with exact label match constraint).

The top match $\text{Match}(1)$ is initialized with the pair $(u, v)$ having the maximum $\chi^2$ value. An empty secondary max-heap $\mathcal{SH}$ is initialized, and the vertices $u$ and $v$ are marked as “done”. The neighborhoods of $u$ and $v$ are then explored by visiting their adjacent vertices. Vertex pairs of the form $(x, y)$ with $x$ and $y$ having the same label, and adjacent to $u$ and $v$ respectively, are constructed. The $\chi^2$ values for the new vertex pairs are computed and the corresponding 3-tuples are inserted into $\mathcal{SH}$. The tuple with the maximum $\chi^2$ value is next extracted from $\mathcal{SH}$, the corresponding pair is added to $\text{Match}(1)$, and neighbors of the newly extracted vertices are visited. The procedure is iterated till $\mathcal{Q}$ is exhausted or $\mathcal{SH}$ is empty. $\text{Match}(1)$ is reported as the best approximate matching subgraph.

To obtain top-$k$ matches, $\mathcal{SH}$ is reset, the next best candidate from $\mathcal{PH}$ is extracted, and the process is repeated.

4.5 Analysis

Although the worst-case theoretical time complexity of NAGA remains the same as that of VELSET, the use of exact label match during vertex pair generation along with overlapped neighborhood search for subgraph matching significantly reduces the number of candidate vertex pairs constructed by NAGA, thereby leading to lesser heap operations during the subsequent operational stages. Hence, overall, NAGA is much faster than VELSET. Although NAGA can withstand structural noise robustly, it is susceptible to noisy vertex labels due to the constraint of exact label matching.

In effect, NAGA provides an efficient “light-weight” approach for approximate subgraph matching for real-time applications as compared to VELSET. Hence, the combination of them caters to varied applications with diverse characteristics.

4.6 Missing Labels and Edge Labels

We now briefly discuss possible modifications to VELSET and NAGA for applicability to different input scenarios.

The graphs may suffer from missing labels due to unknown values or garbled information obtained during the graph construction. Both VELSET and NAGA handle that by matching only the vertices with available labels. The subsequent adjacent vertices with missing labels are considered to match any other label and will, thus, match any vertex for insertion into the secondary heap.

If the graphs contain labeled edges, the algorithms can be adapted by augmenting the label alphabet set with the edge labels. Thereafter, the graphs are modified by replacing the labeled edge by inserting an extra vertex, with its label as the original edge label, in between the pair of vertices connected by the edge. In this manner, the entire graph is converted to have only vertex labels.

5. EXPERIMENTAL RESULTS

5.1 Experimental Setup

Datasets: We use the following two large publicly available knowledge graph corpora for our evaluation:

- **YAGO Entity Relationship Graph** (http://www.yago-knowledge.org/): This dataset provides a knowledge graph [39] containing named-entities (i.e., persons, organizations, etc.) harvested from Wikipedia and the inter-relations linking the entities. The underlying graph, stored as RDF triples (subject-predicate-object) [26], contains 12,811,149 vertices and 18,282,215 edges with 9,505,202 unique named entities forming the node labels.

- **IMDB Network** (http://www.imdb.com/interfaces): The Internet Movie Database contains named-entities as movies, actors, etc., along with their relationships represented as RDF triples comprising of 2,932,657 vertices and 11,040,166 edges. The entities are considered as vertex labels (and are, thus, unique), while the type information for each vertex was ignored in our setup.

Query Generation: The queries were generated by extracting subgraphs from the target graph and subsequently introducing noise:

1. **Structural noise**: a small fraction (up to 35%) of edges in the subgraph were randomly and uniformly inserted or deleted.
2. **Label noise**: a small fraction (up to 35%) of vertex labels were randomly and uniformly modified by insertion of random strings.

We thus benchmark the performance of the algorithms across four different query scenarios:

(a) exact matching subgraphs with no noise (Exact Match),
(b) subgraphs with structural noise only (Noisy Edges),
(c) subgraphs with label noise only (Noisy Labels), and
(d) subgraphs with both structural and label noise (Combined).

For each dataset and for each query scenario, we generated 20 random queries with the following query sizes: 3, 5, 7, 9, 11, 13.

Competing Methods: We compare our proposed algorithms against two state-of-the-art approaches that claim to the best in running time and/ or accuracy:

- (1) NeMa [24], and (2) SIM-T [27].

Quality Evaluation: For each query graph $G$, the original subgraph of $G$ perturbing which $Q$ was generated, was considered as the “ground truth” of the best match. Although other subgraphs of $G$ might match a query subgraph, the probability of such chance matches under random noise insertion is quite low. Further, since there is no way to ascertain the ground truth for second or later best subgraph matches, the quality results were assessed only for $k = 1$.

We report precision (P), recall (R), and F1 score (F1) for the algorithms. The Jaccard similarity threshold was fixed to $\tau = 0.5$.

Setup: The algorithms were implemented in C++ and experiments conducted on 64-bit 4-core 2.4GHz Intel Xeon with 512GB RAM.

5.2 Comparison Results

We use the aforementioned 480 ($4 \times 6 \times 20$) queries to compare against the two benchmark algorithms for both the datasets.

Fig. 4 and Fig. 5 depict the obtained results. Table 1 and Table 2 summarize the overall averaged results over the different query sizes, and also show the individual precision recall, and F1 scores.

**Exact Match:** When an exact subgraph of $G$ is posed as a query, both VELSET and NAGA exhibit very high accuracy. This happens as exact vertex matches have the largest $\chi^2$ values. NeMa also shows good accuracy although SIM-T suffers a bit. The running time increases with the query size since the number of neighborhood candidate regions increases in a super-linear manner with the number of vertices. For the IMDB dataset, NAGA always finds the best match and has, therefore, a 100% F1 score. NAGA is also the fastest algorithm, although for larger query sizes in YAGO. NeMa is seen to be slightly better. Overall, NAGA performs the best in terms of both running time and quality as evident from the tables.
When running times are compared, NAGA is undoubtedly the fastest. For the million scale IMDB dataset, it produces results within 7 seconds. NeMa is 4 times slower while VELSET requires 7 times more running time. SIM-T is orders of magnitude slower. On YAGO, NAGA is again the most efficient, and runs 1.25 times faster than NeMa. VELSET is slightly slower than NeMa. SIM-T is slower due to the inherent complexity of the tabu search method.

Table 3 shows the indexing time required for the different algorithms. The only index information required for VELSET and NAGA are the lists created from the input graph. Consequently, the pre-processing time spent offline is quite low. This also imparts an update-friendly nature to these proposed algorithms. Any change in the input graph in either the structure or the labels including addition and deletion of nodes and edges can be quickly absorbed by both VELSET and NAGA. VELSET requires more pre-processing time than NAGA due to computation of Jaccard similarities to ascertain which labels are considered similar. SIM-T does not require much indexing either. NeMa, on the other hand, builds an elaborate index based on the two-hop neighborhood of each vertex, thereby requiring a substantial amount of indexing time.

Finally, the index sizes required by the different algorithms are ~5GB for NeMa, ~8GB for SIM-T, and ~10GB for VELSET and NAGA. Hence, all of them are good enough to run in standard commodity machines with 16GB of RAM or more.

**Summary:** The above empirical results help establish the following insights. If accuracy is of paramount importance, the VELSET algorithm should be chosen. However, if there is no fuzziness in terms of labels and only structural mismatches can happen, or runtime is the decisive criterion, NAGA should be employed. Thus, our suite of algorithms, VELSET and NAGA, cater to different application scenarios and can be selected based on need.

### 5.3 Effect of Parameters

We next explored the performance of VELSET and NAGA with variations in parameter settings. Results on the IMDB dataset were averaged over 120 randomly generated queries of varying lengths ranging from 3 to 13 uniformly across the different query scenarios.

**Top-k:** We varied the number of top-k approximate subgraph matches. Fig. 6(a) shows the results. The running time of both VELSET and NAGA shows a linear increase with k, due to the iterative nature of extracting the top-k matches. The time spent on initial candidate generation is constant irrespective of k. NAGA shows better scalability than VELSET since the sizes of its secondary heaps are smaller due to more stringent label matching criterion.

**Label Similarity Threshold:** The label similarity threshold, τ, controls the number of candidate vertex pairs generated for VELSET. (NAGA does not use τ.) A low value of τ provides an aggressive approach, whereby even weakly matching vertex labels are considered as candidates, thereby leading to the generation of large noisy edges: When only structural mismatch is introduced in the form of noisy edges, NAGA again performs the best. Interestingly, it still maintains an F1 of 100% for IMDB. This is because NAGA is able to handle both types of errors effectively.

**Noisy labels:** However, the situation is quite different when noisy labels are introduced but the structure is unaltered. VELSET outperforms NAGA by a large margin for both the datasets. NAGA is much faster than NeMa. VELSET is much better overall with only slightly more running time than NeMa. SIM-T does not seem to perform well for any dataset. For YAGO, NeMa shows reasonable accuracy. However, for IMDB, NeMa performs much worse as all the labels in IMDB are unique and it fails to leverage the closeness of labels in the query to that in the input graph. The recall of NAGA suffers since it has a strict label equality requirement and, hence, refuses to examine nodes with even a slight label mismatch. Consequently, it misses out on good regions. As a result, the F1 score is low as well. However, the candidate regions returned by NAGA are always good, thereby letting it achieve high precision.

**Combined:** The fourth and final query scenario where both structural and label noise are combined shows similar trends: NAGA is extremely fast but has poor recall while VELSET has very high accuracy and has comparable running times with NeMa. SIM-T performs poorly in terms of both running time and quality. Thus, VELSET is able to handle both types of errors effectively.

### Overall Comparison:

The overall synopsis of the comparisons is shown in Table 3. It is clear that VELSET is the most accurate heuristic. The comparative advantage is larger for IMDB than YAGO due to larger fraction of unique labels. VELSET achieves close to 95% F1 score or more in all the datasets and query scenarios. NAGA achieves more than 85% F1 score for both the datasets and is comparable with NeMa for IMDB. Strangely enough, the tabu search based SIM-T (designed for such applications) fails to achieve a high quality guess, which, if bad, does not allow it to recover.
In this paper, we introduced the use of statistical significance to efficiently discover the best approximate subgraphs matching a query. We proposed two algorithms, VELSET and NAGA, tuned towards accuracy and efficiency respectively, to cater to different application settings. We experimentally showed them to outperform existing state-of-the-art algorithms on real-life large datasets.

In future, we plan to study the applicability of statistical significance model to other graph problems.
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