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ABSTRACT

Language learners are confused by near-synonyms and often look for answers from the Web. However, there is little to aid them in sorting through the overwhelming load of information that is offered. In this paper, we propose a new research problem: suggesting example sentences for learning word distinctions. We focus on near-synonyms as the first step. Two kinds of one-class classifiers, the GMM and BiLSTM models, are used to solve fill-in-the-blank (FITB) questions and further to select example sentences which best differentiate groups of near-synonyms. Experiments are conducted on both an open benchmark and a private dataset for the FITB task. Experiments show that the proposed approach yields an accuracy of 73.05% and 83.59% respectively, comparable to state-of-the-art multi-class classifiers. Learner study further shows the results of the example sentence suggestion by the learning effectiveness and demonstrates the proposed model indeed is more effective in learning near-synonyms compared to the resource-based models.
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1. INTRODUCTION

As connection to the Web has become part of life, more and more people are looking for answers from the Web. Language learners are no exceptions and thus many resources are available for them on the Web. For example, it is not uncommon for English learners to consult online dictionaries (e.g., Vocabulary.com). Unlike traditional dictionaries, online dictionaries expose learners to a larger number of authentic language examples. Learners are able to discover language rules such as grammatical functions of words and collocations [34, 17]. Such learning process is known as inductive data-driven language learning [16]. While learning a second or foreign language, near-synonyms have been one of the greatest challenges [26]. As a result, learners often count on the reference tools to consult how the synonymous words are appropriately used. However, language learners are not satisfied with the information the dictionaries provide [10, 42]. The example sentences from traditional dictionaries are accurate but limited. On the other hand, some online dictionaries automatically collect online example sentences, which could be too overwhelming and time-consuming [42] for many language learners to induce rules or patterns. Nevertheless, example sentences play a crucial role in appropriate use of near-synonyms. Good examples must demonstrate the difference between near-synonyms; that is, the example sentence must be good for this word but not good for the other to replace the word, whether or not it is grammatically, semantically, or pragmatically appropriate. Bearing this in mind, we develop the GiveMeExample system, an example sentence recommendation system.

We design approaches for this system based on two observations from learners who can distinguish a set of synonyms. First, learners should know which word to use in a given context (Fitness). Second, learners should know which sentences show clarifying clues and can help them learn these near-synonym words (Clarification). Therefore, we adopt a predefined fill-in-the-blank test (FITB) and a learner study to evaluate the performance from two aspects: word selection (near-synonym) for the specified context (sentence) and context selection for the specified word. In building an online system, to avoid retraining for different synonym sets, we make the proposed models one(uni)-class learning models, i.e., the models distinguish sentences which belong to a near-synonym word from those which do not; however, we make these models competitive to multi-class models, i.e., models that specify which near-synonym word sentences belong to. In addition, we design a difficulty scorer to select example-oid sentences for learners and minimize their learning load.

To the best of our knowledge, there is no model or service that provides what our system provides for language learners. The main contributions of this work are: (1) We propose for FITB one-class classification models comparable to multi-class ones; (2) We build GiveMeExample, the first system to suggest example sentences for learning near-synonyms; (3) We conduct the learner study on the learning effectiveness of the proposed models as well as resource-
based models, and further show that the former outperform the latter.

2. RELATED WORK

We discuss first from the reason why near-synonyms are difficult for language learners. Then two relevant research streams, example sentence extraction and lexical choice, are described and their corresponding related work are listed. Finally, the vital issue for learners to digest the proposed learning materials, the readability, is mentioned. Its relation to our work is also described.

2.1 Difficulty in Near-synonym Learning

Learning synonyms is "a very common occurrence in vocabulary learning" [40]. Studies show that learning unknown words with known synonyms is "a transfer of knowledge" [40], which not only facilitates learning but also enriches vocabularies (e.g., [3, 19, 24, 32]). However, appropriate use of synonyms is a challenging task for many language learners [19, 35, 39]. Without sufficient knowledge of the usage of individual synonyms, learners have difficulty determining which synonyms could fit some contexts but not in others [40]. Researchers suggest that effective vocabulary learning occurs in contexts [23] because contextual information equips learners with knowledge such as forms, meanings, grammatical function, collocation, usage constraints [13, 25]. However, the existing reference tools, such as dictionaries or thesauri, appear not to directly and effectively help learners discriminate the nuances of synonymous emotion words [1]. The suggested near-synonyms carry little or no contextual information [22, 20]. Therefore, the synonyms the learner selects are highly likely not to "fit the concept being expressed" [21]. On the other hand, compared with traditional dictionaries, online dictionaries suggest a larger number of example sentences which could be too overwhelming to discover language rules. Such time-consuming inducing process may intimidate language learners [42]. In view of the importance of contextual information (i.e., example sentences) and the limitations of existing reference tools, in this paper, we propose two models (BiLSTM and GMM) to meet learners’ needs. Our goal is to automatically suggest representative example sentences from those in online dictionaries to assist learners in differentiating the nuances among near-synonyms.

2.2 Automatic Example Sentence Extraction

Automatic dictionary construction has been widely investigated and applied to various computer-assisted-language-learning (CALL) tasks. However, most dictionary or glossary construction tasks focus on automatic definition extraction and ontology construction. Few researchers have regarded the example sentence as the research target. Kilarriff [18] provides a rule-based approach and clearly defines several criteria for good example sentences. Kilarriff’s work, however, only uses features extracted from sentences, such as sentence length, word frequency, and punctuation. Other than this, Didakowski [6] applies natural language processing tools such as part-of-speech taggers and dependency parsers to obtain further syntactic information from sentences, and define additional rules to find high quality sentences based on the retrieved information. A different approach utilizing parallel corpora is introduced in [5], where example sentences are extracted for different senses of a given word. However, these works select appropriate sentences as opposed to clarifying sentences.

2.3 Lexical Choice

The lexical choice task is another research topic highly related to the example sentence recommendation. The intuition is that if making the right lexical choice means knowing the word is right for the sentence, we hence infer that the sentence is also right for the word. Much work has been done on the lexical choice problem. The goal of GiveMeExample is to clearly explain the differences among a set of near-synonyms. Therefore, the lexical choice for non-near-synonyms is beyond the scope of discussion.

The near-synonym lexical choice problem focuses on identifying subtle differences between near-synonyms. To solve this problem, a lexical co-occurrence network including second-order co-occurrence is introduced in [7], where Edmonds suggests a fill-in-the-blank (FITTB) test on the 1987 Wall Street Journal (WSJ), which provides a benchmark for evaluating lexical choice performance on near-synonyms. This benchmark is automatically generated by covering up the original word in the sentence, leaving a blank, so although there is potentially more than one option in the choice list, only the original one is considered correct. Approaches utilizing pointwise mutual information (PMI) and support vector machines (SVMs) are proposed in [14]. To exploit the power of large web corpora, Islam and Inkpen[15] build a 5-gram language model with the Google 1T 5-gram database. Wang and Hirst [38] use latent semantic analysis to represent words in latent semantic space and use SVM to learn the subtle differences between near-synonyms. To clearly discriminate near-synonyms, most approaches suggest that the nuances between near-synonyms are hiding in the local context, that is, in the immediately surrounding words. Moreover, most high-performance approaches are multi-class classifiers. In this paper, we introduce a Gaussian mixture model and a Bidirectional Long Short Term Memory model [8] to capture the contextual semantics located within the sentence but make them one-class classifiers.

2.4 Readability

Even if we have selected explanatory example sentences, for language learners, their preference is still for simple sentences. Therefore, we look for assistance from related work on readability measurements. Early work on readability measurement utilized a few simple features such as word frequency. Dale and Chall [4] determined 3,000 common words and used the percentage of rare words to assess the lexical difficulty. Recently, however, researchers have leveraged the power of syntactic parsers to build more robust measurement methods. In [30, 12, 28], machine learning algorithms are proposed to combine language model features, which are grammatical features extracted from parsers, together with traditional features. In this paper, to filter out difficult and inappropriate sentences, we build a difficulty scorer based on the work of [28] but to select informative physical dictionary example-oid sentences, i.e., those sentences similar to expert-generated example sentences for near-synonyms.

3. EXAMPLE SENTENCE SUGGESTION

In this paper, we propose the novel task of example sentence suggestion, aiming at helping learners learn the nuances between near-synonyms. In this section, we first define the
3.1 Problem Setting

To clearly explain the research problem in this paper, we define it as follows. Given an input near-synonym set \( W = \{w_1, w_2, ..., w_n\} \) where \( n \geq 2 \), the output sentence set \( S = \{s_1, s_2, ..., s_n\} \) should best clarify the difference among \( W \), where \( s_n \) is the example sentence set of \( w_n \). As learners would need more sentences to help them learn the difference, we aim to find effective sentences in \( s_n \). In this paper, we provide up to 5 different example sentences for each near-synonym in the learner study; in real GiveMeExample web service, the system provides up to 10 different example sentences.

3.2 Workflow

A three-stage workflow is proposed to solve the defined research problem: building the sentence pool, learning word usage models and measuring the clarification ability. Figure 1 shows the workflow of GiveMeExample. In the next paragraph, we use an example to go through all steps in this figure to explain the whole workflow.

Given an input synonym set \( \{w_1, w_2\} = \{\text{refuse}, \text{disagree}\} \), we first collect their corresponding example sentences to build two complete sentence pools. Each of them contains 10,000 example sentences. All the sentences in the complete sentence pool are then used to train word usage models. At the same time, we build the example-oid sentence pools of “refuse” and “disagree” by filtering out difficult sentences using the automatic difficulty scorer. In this step, each example-oid sentence pool contains 500 example-oid sentences. Next, we calculate the clarification score for all sentences in the example-oid sentence pool using the fitness scores estimated by the word usage models. For example, for “refuse”, the score for each sentence in its

### Table 1: Features of difficulty scorer.

<table>
<thead>
<tr>
<th>Syntactic Feature</th>
<th>Lexical Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Sentence length</td>
<td>1. Avg. token length</td>
</tr>
<tr>
<td>2. Avg. dependency depth</td>
<td>2. Percentage of words longer than 6 characters</td>
</tr>
<tr>
<td>3. # Dependency arcs deeper than 4</td>
<td>3. Type-token ratio</td>
</tr>
<tr>
<td>4. Deepest dependency / sentence length</td>
<td>4. Avg. word frequency</td>
</tr>
<tr>
<td>5. Ratio of right dependency arcs</td>
<td>5. # Words above Taiwan high school level</td>
</tr>
<tr>
<td>6. # Modifiers</td>
<td>6. Lexical density</td>
</tr>
<tr>
<td>7. # Subordinates</td>
<td>7. Nouns / verbs</td>
</tr>
<tr>
<td>8. # Prepositional complements</td>
<td>8. Modal verbs / verbs</td>
</tr>
<tr>
<td>10. # Relative pronouns</td>
<td>10. # Relative pronouns</td>
</tr>
<tr>
<td>12. Avg. # Senses per word</td>
<td>12. Avg. # Senses per word</td>
</tr>
</tbody>
</table>
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word usage models. When choosing useful example sentences for learners, we use the example-oid sentence pool, in which difficult sentences are removed by the automatic difficulty scorer, which is built to extract dictionary example-oid sentences.

Example-oid sentences are selected from the complete sentence pool. To build the example-oid sentence pool, the difficulty scorer needs to be created first. To train the scorer, a total of 8,743 example sentences were collected from the website of COBUILD English Usage dictionary\footnote{http://www.wordreference.com/EnglishUsage/} \cite{33} and used as positive samples. However, it is difficult to have the gold negative samples. As mentioned, very often sentences from Vocabulary.com are from news articles and can be said to be difficult according to the rules from Pilán’s work \cite{28}: they are relatively long and they contain many proper nouns which learners may not know. There could be physical dictionary example-oid sentences in Vocabulary.com but they should be the minority. Hence, we randomly select the same amount (8,743) of example sentences from available sentences in Vocabulary.com as negative samples. The features we used are also based on work of Pilán et al. \cite{28} but with several modifications as their readability assessment is built for Swedish. The detail features are all listed in Table 1. Then Logistic Regression \cite{37} is adopted to learn the difficulty scorer. Finally, 500 example-oid sentences are selected for each near-synonym to form its example-oid sentence pool.

### 3.4 Word Usage Model

The word usage model is used to estimate the appropriateness of filling a word into a sentence. To give a clearer description, the problem here would be to estimate $P(s|w)$, where $w$ is the target word and $s = w_1, w_2, \cdots, w_{i-1}, w_i, \cdots, w_{n-1}$, $w_n$ stands for the sentence with a slot. When training the word usage model for $w$, we collect thousands of sentences (5,000 in this paper) which contain the near-synonym $w$, and then utilize the context of the near-synonym $w$, i.e., $s$, to learn a model of the appropriate context.

The word usage model is built as an one-class classifier to recognize target samples from an unknown sample space. Although multi-class classifiers, such as Support Vector Machine (SVM), usually perform better in discriminating difference among different classes, it is infeasible for us to train all combinations of multi-class classifiers as our goal is to deal with any near-synonym set. For example, if the vocabulary size is $n$, an one-class approach needs to train only $n$ models but a multi-class approach would need $C_n^2$ or $C_n^3$ models to cover all possible input near-synonym sets (if one set contains only 2 words or 3 words respectively. Having more words in a near-synonym set will make the number of models grows exponentially.) The output probabilities of the word usage model should indicate the probability of the observed data to be classified as a target sample, that is, in our case, the probability that $s$ is appropriate as $w$’s context. We refer to this as the sentence’s fitness score. For this we use two models: the Gaussian mixture model (GMM) \cite{41} and the bi-directional long short-term memory (BiLSTM) neural network model.

To train a one-class GMM classifier for $w$, we utilized as the training samples the 5,000 most updated sentences containing $w$ on Vocabulary.com. For each one-class BiLSTM classifier for $w$, the same 5,000 sentences were used as the positive samples; we randomly selected another 50,000 sentences which did not contain $w$ as the negative samples for training.

#### 3.4.1 GMM with contextual feature

For the GMM model, we define contextual features which focus on local information within a specific window of size $k$. Given $sentence = w_1 \cdots w_{i-k} \cdots w_i \cdots w_{i+k} \cdots w_n$, where $w_i$ is the target word and $k$ is the window size, we take the $k$ words preceding and following the target word and represent them as well as their adjacent combinations in sequence using their summation of word embeddings \cite{27}. Empirically, we found the best performance was achieved with $k = 2$ for our task, which yields the contextual features $\{e_{w_{i-k}}, e_{w_{i+k}}, e_{w_{i-k+1}}, e_{w_{i+k-1}}\}$, where $e_w$ denotes the summation of word embeddings of word sequence $w$. Figure 2 also illustrates the contextual features.

We can elaborate how GMM works in the FITB task by its ability of modeling the distribution and semantic of the contexts. For the former, GMM learns the distribution of the given samples. As a result, given the words in four adjacent contextual slots as features, GMM will capture the distribution of these contexts co-occurred with the target word $w_i$. For the latter, as word embedding is proven to be able to represent the semantic of words, it enables GMM to obtain the semantic of $w_i$’s context. For example, when “he”, “she” and “John” appear very often within the window, GMM will understand that words semantically relevant to “human” could appear in $w_i$’s context as the word embeddings of “he”, “she”, “John” and “human” are close to each other in the semantic space.

We adopt the Bayesian information criterion (BIC) \cite{31} to decide the number of Gaussian mixtures $n$. BIC introduces a penalty term to the number of parameters in the model to balance underfitting and overfitting. We found the best $n$ was around 50 after several runs of BIC, which was hence set as the value of $n$ in our approach.

#### 3.4.2 Bidirectional LSTM (BiLSTM)

The other approach we proposed to build the word usage model is the bidirectional LSTM neural network \cite{29, 11, 9}. Likewise, we sought to consider the words preceding and following the target word. An advantage of using LSTM is that it utilizes information in the whole sentence instead of being limited to a small window around the target word; GMM is less suitable for this due to its memory and computation demands. Moreover, LSTM’s forgetting of distant information emphasizes the neighboring context. Figure 3 shows the BiLSTM model architecture. The preceding and following words are passed into the forward LSTM and backward LSTM respectively, after which the output vectors of the two LSTMs are concatenated together to form the sentence embedding, which is used as the given sentence’s feature. We add two fully connected layers to generate the final one-class classifier which predicts whether the word $w_i$ is appropriate for the slot.

LSTM is usually used to capture the information from a sequence such as a sentence according to the input order of its composite components. LSTM is also believed to be able to automatically identify the key components in the given sequence for the current task. As a result, a BiLSTM model could be regard as a model that remembers the preceding and the following sequences, and further optimizes
the weights of the components (i.e., words) in these two sequences in order to predict \( w_i \).

### 3.5 Measuring Sentence Clarification Ability

We use a clarification scoring function to model the clarification ability of example sentences. When searching for useful example sentences for the target word \( w_i \) in a synonym set \( W \) (containing near-synonyms), we consider two factors:

1. **Fitness:** \( P(s|w_i) \), whether word \( w_i \) is appropriate for the example sentence \( s \) given a slot for \( w_i \). A higher score denotes a more suitable sentence for the word. As Table 2 shows, the context of the near-synonym should be appropriate for it. If the score is low, it probably means that the current usage of the word is rarely seen and thus should not be selected. The probability function \( P(s|w_i) \) measures how suitable the word is given the context in the sentence, as discussed in Section 3.4.

2. **Relative closeness:** \( \sum_{w_j \in W-w_i} P(s|w_i) - P(s|w_j) \), the summation of difference of probabilities between \( P(s|w_i) \) and \( P(s|w_j) \). A high score denotes a better fit of \( s \) to \( w_i \), and a worse fit to \( W-w_i \). For example, in Table 2, the first sentence is suitable only for “refuse” because the word “to” follows the slot but “disagree” would not be followed by it. In this case, the relative closeness of the sentence should be high (\( P(s|\text{refuse}) \) is high and \( P(s|\text{disagree}) \) is low), which indicates its good ability to clarify the difference between “refuse” and “disagree”. The third sentence is a similar case. However, the second and the forth sentences are confusing as the slots are suitable for both “refuse” and “disagree”. In this case, the relative closeness should be low to indicate their slight differentiation power.

We believe these two scores help to retrieve example sentences that elaborate the right usage for \( w_i \) (high fitness score) and represent the difference between \( w_i \) and other words (high relative closeness). Therefore, we use their product as the clarification scoring function:

\[
score(s|w_i) = P(s|w_i) \star (\sum_{w_j \in W-w_i} P(s|w_i) - P(s|w_j)) \tag{1}
\]

where \( score(s|w_i) \) denotes the clarification score of the example sentence \( s \) for \( w_i \). We generate recommendations by ranking sentences in the example-oid sentence pool by their clarification scores. We repeat this procedure for all words in synonym set \( W \) to find useful example sentences. Next, we describe how to calculate probability \( P(s|w_i) \).

### 4. EXPERIMENT

We conduct two experiments to evaluate the whole example sentence suggestion framework. The first experiment is to evaluate the ability of finding the dictionary example-oid sentences, we utilize the previously collected 8,743 positive and 8,743 negative example sentences for experiments. We set the testing set ratio to 0.2, 0.25, and 0.5 respectively to see whether the accuracy will vary accordingly. For each testing set ratio, we run 10 experiments by randomly selecting the testing instances from the whole sentence pool each time. The average accuracy of 10 experiments for each testing ratio is reported in Table 5. Results show that the performance is stable for different testing set ratios and the average accuracies are all over 90%, which confirms the reliability of the proposed difficulty scorer on selecting example-oid sentences.

### 4.2 Evaluation for Fitness by FITB

The fill-in-the-blank (FITB) test was adopted to assess whether the proposed fitness score identifies the appropriate context for a given word. A FITB question contains a sentence with a blank word, with several near-synonym candidate answers. Edmonds [7] suggest the FITB test on 1987 Wall Street Journal (WSJ) and used 1988–1989 WSJ as a training data set. Unlike other multi-class approaches whose outputs are directly the answer, both proposed models solve the FITB question \( s_{\text{FITB}} \) by comparing the output probabilities of the word usage model of the corresponding candidate words \( W \), and suggest the one with the highest probability.

The accuracy results of two proposed methods and other related work are shown in Table 3. Although SVMs on latent vectors [38] achieved better results, applying multi-class SVM (or other multi-class learning models) in our system increases the complexity from \( n \) to \( n^2 \) when training \( C_n^2 \) models (if only two-word synonym sets are considered). As \( n \) is
5. LEARNER STUDY

In addition to the proposed techniques, we also care about the effect of learning. Therefore, we include a learner study in this section in order to get insights of the relevance between the performance of the FITB task and the performance of learners. From the results of this learner study, we further summarize our observations.

5.1 Participants

A total of 16 Chinese-speaking EFL college freshmen in a university in Taiwan were recruited from an intact three-credit class entitled “Freshmen English”. This course met three hours per week for 18 weeks in the semester. The participants - six males and 10 females - were aged between 18 and 19. They had at least six years of formal instruction, from junior to senior high school, and were estimated to be intermediate learners of English, as measured by the proficiency test [2] taken at the beginning of the experiment. Grounded in the statistical analyses, the findings are presented below.

5.2 Materials

To evaluate the effectiveness of the example sentences suggested by our two models (i.e., BiLSTM and GMM) on near-synonym learning, we designed a fill-in-the-blank task. To develop the task, we needed to collect near-synonyms and generate example sentences. First, we selected 85 pairs of near-synonyms from Collins COBUILD English Usage dictionary [33] only if each selected word has more than two example sentences appearing in the dictionary; besides, the total number of the example sentences for the two synonyms should not be less than five. Next, after scrutinizing all synonym pairs and excluding similar-looking words (e.g., “although” and “though”), 35 pairs of near-synonyms were collected.

Table 5: The accuracy of predicting dictionary example-oid sentences by the difficulty scorer.

<table>
<thead>
<tr>
<th>Testing Set Ratio</th>
<th>GMM</th>
<th>BiLSTM</th>
<th>GMM</th>
<th>BiLSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>63.65%</td>
<td>72.89%</td>
<td>99.40%</td>
<td>94.69%</td>
</tr>
<tr>
<td>0.25</td>
<td>64.55%</td>
<td>72.75%</td>
<td>90.97%</td>
<td>90.27%</td>
</tr>
<tr>
<td>0.5</td>
<td>76.56%</td>
<td>82.49%</td>
<td>92.78%</td>
<td>93.64%</td>
</tr>
<tr>
<td>0.2</td>
<td>92.78%</td>
<td>93.64%</td>
<td>90.97%</td>
<td>90.27%</td>
</tr>
<tr>
<td>0.25</td>
<td>76.56%</td>
<td>82.49%</td>
<td>92.78%</td>
<td>93.64%</td>
</tr>
<tr>
<td>0.5</td>
<td>64.55%</td>
<td>72.75%</td>
<td>92.78%</td>
<td>93.64%</td>
</tr>
<tr>
<td>0.2</td>
<td>64.55%</td>
<td>72.75%</td>
<td>92.78%</td>
<td>93.64%</td>
</tr>
<tr>
<td>0.25</td>
<td>76.56%</td>
<td>82.49%</td>
<td>92.78%</td>
<td>93.64%</td>
</tr>
<tr>
<td>0.5</td>
<td>64.55%</td>
<td>72.75%</td>
<td>92.78%</td>
<td>93.64%</td>
</tr>
<tr>
<td>0.2</td>
<td>64.55%</td>
<td>72.75%</td>
<td>92.78%</td>
<td>93.64%</td>
</tr>
<tr>
<td>0.25</td>
<td>76.56%</td>
<td>82.49%</td>
<td>92.78%</td>
<td>93.64%</td>
</tr>
<tr>
<td>0.5</td>
<td>64.55%</td>
<td>72.75%</td>
<td>92.78%</td>
<td>93.64%</td>
</tr>
<tr>
<td>Average</td>
<td>78.16%</td>
<td>83.59%</td>
<td>78.16%</td>
<td>83.59%</td>
</tr>
</tbody>
</table>

Table 6: Example test question set for the near-synonyms skilled and skillful.

1. It takes four years to train a ____ engineer.
2. As an artist, he was very ____ with a pencil.
3. Weaving was a very ____ job, requiring a five-year apprenticeship.

Average 91.05% 90.89% 91.17%
lected. Although similar-looking words could be confusing for language learners, they are not near-synonyms. Thus, they were not included in this study. Then, a university English professor examined all the pairs and removed some extremely easy or difficult near-synonyms. Finally, a total of 24 pairs of near-synonyms were determined for developing pedagogical materials.

Regarding example sentences, to assess the effectiveness of the proposed BiLSTM and GMM models on suggesting example sentences, we adopted two resources as additional models (resource-based models) for comparison: two paper-based dictionaries (i.e., Collins COBUILD English Usage dictionary [33] and Longman dictionary of common errors [36]) and an online dictionary (i.e., Vocabulary.com). Specifically, compiled by lexicographers, the example sentences from traditional dictionaries are accurate but limited. On the other hand, Vocabulary.com automatically collects example sentences online, and hence it provides a larger number of example sentences. The purpose of adopting Collins COBUILD English Usage dictionary and Vocabulary.com is to simulate learner behavior of consulting dictionaries. Regarding the test development, we designed a fill-in-the-blank task to examine whether the students were able to use appropriate near-synonyms. For each pair of near-synonym, we designed three fill-in-the-blank questions (as seen in Table 6) using the example sentences of Collins COBUILD English Usage dictionary. Students had to select one synonym to complete the sentence. Note that the odd number of questions is to reduce the possibility of guessing answers. To avoid fatiguing learners, we determined three questions instead of more for each pair of near-synonyms.

5.3 Experimental Design

Concerning the treatment phase, the example sentences suggested by the four models were displayed. To objectively evaluate the performance of the proposed models and keep the largest number of participants for each model, we conducted pairwise comparisons on the four models to determine which of each model had a greater performance. Thus, a total of six pairwise comparisons were conducted. For each comparison, the students were randomly divided into two groups and were provided with the example sentences suggested by two different models. Importantly, to avoid an information deluge, five example sentences at most were prepared for individual words of the 24 pairs of near-synonyms. A complete administration of the fill-in-the-blank task took 80 minutes. First, all the students were given a pre-test and a background questionnaire (30 minutes). Then five minutes were taken to introduce the GiveMeExample system and had students familiarize themselves with the system. The next stage consisted of the treatment phase and a post-test (45 minutes). The students were asked to learn the 24 pairs of near-synonyms by reading the suggested example sentences. Once they finished reviewing all example sentences of individual pairs of near-synonyms, the students had to complete the fill-in-the-blank questions. As each pair connected with 3 questions, the students were to complete a total of 72 questions. Note that the test items in the pre-test and post-test were identical except for their order. The students were then asked to complete a reflection questionnaire.

5.4 Results and Discussions

The results of learner study are shown in Table 7. For each near-synonym set, there are 4 columns. The column “pre” indicates the number of correctly answered FITB questions by learners in the pre-test; “diff” indicates the difference between the numbers of correctly answered questions in the post- and pre-test (“pre”), i.e., the number of correct questions gained after learning from example sentences; “rspd” indicates the learning time, which is the time difference to answer the same question in the pre- and post-test, i.e., the post-test time minus the pre-post time. The learning time will be a little bit under-estimated but very close to the real time to digest the example sentences as learners should need less time to read the same question in the post-test. The last column “#sen” indicates the average number of sentences read by learners before answering the question requested by them. In Table 7, the four models, i.e., Dictionary, Vocabulary, Give-GMM, and Give-BiLSTM, are compared. Results show that the best model is Give-GMM, followed by Vocabulary, Give-BiLSTM, and then the worst model Dictionary. From this performance order, we can see that overall the digitization is helpful for learning near-synonym words from sentences as Dictionary provides the least assistance. In addition, from results we find observations that show the effectiveness and the efficiency of the proposed models and system. We look into near-synonyms as well as their example sentences, and summarize four key points worth further discussions in the following sections.

5.4.1 Time to Digest

Question: Did GiveMeExample select sentences easy for learning?

Efficiency wise, the average learning time when learning with two automatic models is largely shorter than the time of the resource-based model Vocabulary (see (a): Give-BiLSTM rspd=56.07 vs. Vocabulary rspd=74.56; (d): Give-GMM rspd=19.01 vs. Vocabulary rspd=52.27). Note that Dictionary is not compared with the other three models here as it may provide less example sentences which need less time to read. This shows that the automatically proposed example sentences are easier for learners to read, understand, and conclude the appropriate usages of near-synonyms. In other words, with the two major features we design for the system, providing dictionary example-oid and difference-descriptive sentences, suggested sentences can shorten the learning process of near-synonyms.

The system can assist learners even they have different ways to utilize the system. Most of the participants used the proposed sentences to double confirm their answers. However, there are some confident learners who only read example sentences when they are not sure about the answer. In (f) we find negative learning time (rspd < 0), which comes from the negative learning time of one confident learner. This negative number does not indicate that the learner cannot learn with the system, but instead this learner only learns when necessary. We find that this learner did not read the example sentences and answered directly in the post-test for most questions he felt confident, which saved reading time for both the example sentences and the question and hence lead to a negative learning time. He only requested for example sentences for confusing near-synonyms. This is an even more smart and natural way to use the system and
this learner indeed succeeded to answer more questions correctly in the post-test.

5.4.2 Adequate Quantity

**Question:** Can GiveMeExample suggest enough example sentences to learners?

Sentences from Dictionary should have the strongest power to demonstrate the difference between near-synonyms as they are designed by human experts. However, in the learner study, they turn out to be the least effective.

In the learner study, we made the setting of four models as similar as possible. However, there was a natural restriction for Dictionary that the available example sentences were limited to those in the physical dictionaries and could be less than 5. Results show that the number of requested example sentences (#sen) is under 5 for Dictionary, while this number for the other models exceeds 5 and is usually around 7 to 8 (the maximum number is 10, 5 for each near-synonym). From this observation, we can say that in order to get some insight to use near-synonyms appropriately, on average at least 3 example sentences are necessary for each one learners should pay attention to for the question or it is easy to learn efficiently. However, this also brings us disadvantages sometimes. If the focused difference by the system is not the one learners should pay attention to for the question or it is vague for learning the usage of near-synonyms, the example sentences may lead learners to the wrong answer.

Sentences from automatic models are basically less diverse, compared to those selected with no criteria but only up-to-date example sentences from the Vocabulary website. As we have shown by the learning time (rspd), this helps learners learn efficiently. However, this also brings us disadvantages sometimes. If the focused difference by the system is not the one learners should pay attention to for the question or it is vague for learning the usage of near-synonyms, the example sentences may lead learners to the wrong answer. Table 8 shows the misfocused usage by Give-GMM. Here the example sentences show the learners of the usage "at fault", while later to give the correct answer learners should know using fault is appropriate for machines. In this example, as in the question the word before the blank is not "at", examples mislead learners into selecting "mistake". It is true that people use "at fault" but not "at mistake", but this information is not helpful for answering the question correctly. When this misleading happened, some near-synonyms like (a) postpone, delay (diff=-5 by BiLSTM) and (a) finally, eventually (diff=-8 by BiLSTM) suffered. We will see in the next section that compared to Give-GMM, Give-BiLSTM also suffered from providing vague example sentences to learners. Therefore, its learning effectiveness was harmed and hence overall Give-BiLSTM cannot outperform Vocabulary.

### Table 7: Result of Learner Study

<table>
<thead>
<tr>
<th></th>
<th>(a) BiLSTM</th>
<th>Vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pre</td>
<td>diff</td>
</tr>
<tr>
<td>postpone, delay</td>
<td>-2</td>
<td>1.0</td>
</tr>
<tr>
<td>finally, eventually</td>
<td>-1</td>
<td>0.5</td>
</tr>
<tr>
<td>manage, arrange</td>
<td>-1</td>
<td>0.5</td>
</tr>
<tr>
<td>realises, understand</td>
<td>-2</td>
<td>1.0</td>
</tr>
<tr>
<td>Average</td>
<td>15.8</td>
<td>-3.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(b) Dictionary</th>
<th>Vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pre</td>
<td>diff</td>
</tr>
<tr>
<td>usual, ordinary</td>
<td>-1</td>
<td>0.5</td>
</tr>
<tr>
<td>feminine, female</td>
<td>-1</td>
<td>0.5</td>
</tr>
<tr>
<td>safe, secure</td>
<td>-1</td>
<td>0.5</td>
</tr>
<tr>
<td>Average</td>
<td>17.5</td>
<td>-1.3</td>
</tr>
</tbody>
</table>

### Table 8: Misfocused Example Sentences from Give-GMM

**Give-GMM**

**Fault**

1. But the benchmark itself may be at fault.
2. Google has said that self-driving cars were never at fault.
3. But they do now: The United States is at fault.

**Mistake**

2. However, there are a number of technical mistakes.
3. It’s the country’s policy mistakes of the past six months.

**1. Fault vs. Mistake**

The machine has developed a **mistake**.
5.4.4 Information Scope for Learning

Question: How the example sentences from two automatic models different from each other?

Give-GMM and Give-BiLSTM achieve similar performance in the FITB task and Give-BiLSTM even performs better (see Table 3 and 4.) However, the learning effectiveness of Give-GMM largely outperforms that of Give-BiLSTM.

To understand the reason behind this phenomenon, we examine the proposed example sentences from Give-BiLSTM and Give-GMM. We found that the example sentences suggested by Give-BiLSTM, which considered the whole sentences, demonstrated the difference of two whole sentences, while those proposed by Give-GMM only emphasized the difference surrounding the near-synonyms. Hence, the differences Give-GMM demonstrated were more focused and local, while those from Give-BiLSTM are global. This leads to the results that learners felt easier to capture the difference between near-synonyms with Give-GMM, while Give-BiLSTM itself learned better for the FITB task but failed to teach learners how to do it.

6. CONCLUSION AND FUTURE WORK

In this paper, we proposed the GMM and BiLSTM models to recommend example sentences for learning near-synonyms via the FITB task. Results demonstrated two proposed models, constructed by many one-class classifiers, achieve a comparable performance to the multi-class classifier, and show that we have successfully taken the first step toward solving the example sentence suggestion problem through the proposed GiveMeExample system. The online GiveMeExample system is available at http://givemeexample.com/ GiveMeExample/.

We have performed a learner study in this paper and reported the results. They also confirmed that the proposed models can assist language learners on learning near-synonyms from both the effectiveness and efficiency aspects. An interesting and inspiring observation is that the good performance of the model is not always equal to the learning effectiveness the model can bring in. In the future, we will explore linguistic aspects for which our models are not so confident and pay more attention to the effective transformation from the advanced technology to the improvement of the learning result. We believe this is a worthy research direction.
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